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Abstract 

Bias reduction in nonparametric function estimation is an important 
issue and enough work has been done on this topic. In this paper,           
we consider the data sharpening approach, which is a useful tool         
for enhancing statistical properties of conventional nonparametric 
curve estimators. We propose a simple numerical algorithm for data 
sharpening in density estimation to reduce biases. It does not require 
the estimation procedures of density and its derivatives. Numerical 
results reveal that our algorithm works well and is computationally 
efficient. 

1. Introduction 

Bias reduction in kernel density estimation is an important issue and 
there is an extensive literature on this matter. Jones and Foster [9, 10] stated 
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that much of it can be seen as special cases of generalized jackknifing          
in which linear combinations of kernels are constructed to reduce bias. In 
addition, there are other approaches to bias reduction in density estimation. 
Jones et al. [11] proposed two-stage multiplicative bias correction method. 
DiMarzio and Taylor [4] used boosting approach. Mynbaev and Martins-
Filho [14] proposed imposing global Lipschitz conditions on f. Hirukawa and 
Sakudo [7] applied two classes of multiplicative bias correction to density 
estimation. 

Data sharpening for density estimation, which was initially named by 
Choi and Hall [1], is currently a popular research area owing to its simplicity 
with good properties. This method may be employed to perturb data so as to 
enhance properties of relatively conventional statistical procedures without 
modifying the estimator itself. This concept has been motivated by a 
geometric consideration in order to reduce biases in nonparametric curve 
estimation. The basic idea of this approach in density estimation is to move 
data values closer together near peaks and further apart near troughs. As a 
result, the majority of bias problems would vanish. Similar approaches were 
also considered in Samiuddin and El-Sayyad [16], Jones and Signorini [12] 
and Park et al. [15] in view of varying location. 

Choi et al. [2] proposed the data sharpening method in nonparametric 
regression problems. They found some good properties of it, which involves 
adjusting both the explanatory and the response variables prior to substitution 
into a local linear estimator. It enhances resistance of the estimator to design 
sparseness problems and reduces bias by an order of magnitude. Hall and 
Minnotte [5] proposed the higher order data sharpening method in density 
estimation, which tends to result in arbitrarily high orders of bias reduction. 
Hall and Kang [6] used the cross-validation approach to get the sharpened 
data set from the original one, as well as a bandwidth, which is used in 
constructing the estimates with sharpened data. 

In this paper, we will propose a simple numerical approach to data 
sharpening based on a parametric idea. We successively estimate the 
perturbation amount of each datum through EM like iteration. Finally, we 
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reconstruct the density estimate with the sharpened data, which can be 
obtained by adding perturbation amount to the original data. Unlike Hall and 
Kang [6], our approach does not need an additional tuning parameter for the 
determination of perturbation amounts. In addition, our approach does not 
need an estimation procedure for density and its derivatives in Samiuddin 
and El-Sayyad [16]. Unlike using higher order kernel, the resulting estimates 
by what we have proposed guarantee the nonnegativity of a density. 
Numerical properties of the proposed method reveal that our approach       
works quite well with larger bandwidth than that for ordinary kernel density 
estimator. 

The rest of the paper is organized as follows. Section 2 gives a brief 
introduction of bias reduction through data sharpening in density estimation. 
An iterative algorithm for reducing bias is proposed in Section 3. Numerical 
properties of the proposed method are investigated in Section 4. Some 
discussion and concluding remarks are summarized in Section 5. 

2. Bias Reduction in Density Estimation 

Let { }niXi ...,,1, ==X  be a given random sample of size n from a 

smooth density f. The standard kernel density estimator of f at the point x 
takes the form 

 ( ) ∑
=
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where h is a bandwidth and K is a kernel function, which integrates to 1. 
Typically, K is assumed to be a smooth, bounded unimodal probability 
density function symmetric about zero. Then K satisfies the following 
conditions: 

( )∫ = ,1dxxK  

( )∫ = ,0dxxxK  
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( )∫ >κ= 02
2 dxxKx  

and we assume the sample size ∞→n  and the bandwidth ( ) .0→= nhh  

Then the basic properties of such a traditional estimator are well known and 
these include 

{ ( )} ( ) ( ) ( ),2
1ˆ 2

2
2 hoxfhxfxfE h +′′κ+=X  

{ ( )} ( ) ( ) ( ) {( ) },ˆ 11 −− += nhoxfKRnhxfVar hX  

where ( ) ( )∫= .2dzzKKR  See for example, Wand and Jones [17, pp. 20-21]. 

Motivated by the principle in Samiuddin and El-Sayyad [16], consider 
perturbing iX  to iY  for ,1 ni ≤≤  forming a new data set { },...,,1, niYi ==Y  

which we shall call the sharpened data set. Let ( )⋅A  be a function of       

each datum, which determines the perturbation amount and each iY  has the 

following form: 
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which is the kernel density estimator based on the sharpened sample Y  from 

(2) rather than the original sample .X  Then the expected value of the kernel 

estimator ( )xfhY
ˆ  has the following form: 

( ) ( )∫ 
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Taylor expansion of integrand in (3) and using ( )∫ −=′ 1duuKu  when we 

take Gaussian kernel gives 

( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] ( ).2
1ˆ 4

2
2 hOxfxAxfxAxfhxfxfE h +′−′−′′κ+=Y  

Hence, with ( )xA  chosen as ( ) ,ffA ′′=′  which corresponds to ( ) =xA  

( ) ( ),xfxf ′  we can achieve bias reduction up to order of .4h  This implies 

that bias reduction is achieved by moving data points in the direction of the 
sign of slope of the density at that point. 

It is well known that if we use kernel of order r in equation (1), that is, K 

satisfies ( )∫
∞

∞−
= 0dttKt j  for ,1...,,1 −= rj  then its bias is of order .rh  

Therefore, using fourth order kernel results in the same bias reduction as 
before. However, this can be inconvenient because the resulting density 
estimate can no longer be nonnegative everywhere. 

Then one can think of various versions of the estimator of ( ),xA  which 

is actually the derivative of .log f  One of the natural estimators is ( ) =xÂ  

( ) ( ),ˆˆ xfxf hh′  which was considered in Samiuddin and El-Sayyad [16]         

and Jones and Signorini [12]. Park et al. [15] considered an estimator of     

( )′flog  using local likelihood principle and plugged it into (2) in place of A. 

It was shown that the proposed approach has a better boundary property 
comparing to the former one. For constructing local likelihood function and 
its properties, one may refer to Loader [13] and Hjort and Jones [8]. 

3. An Iterative Algorithm 

The approach in the last paragraph of previous section, which uses 

( ) ( ) ( ),ˆˆˆ xfxfxA hh′=  has a drawback. It gives up working in the region 

where the density is very low since it needs estimates of density in the 
denominator. One possible alternative is simply finding ,iδ  ,...,,1 ni =  
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which corresponds to the perturbation amount iii XX δ+→  through            

a simple computational algorithm. The proposed approach is based on 
regarding the problem at hand as a big parametric model. That is to say, 
when we consider the data sharpening approach, we can fit a model 

( ) ( )∑
=

− δ−−=δδ|
n

i
iihn XxKnxf

1

1
1 ...,,ˆ  

to data, as this may be regarded as a parametric approach. 

Then log-likelihood based on this density can be represented 

 ( ) ( )∑ ∑
= = 











δ−−+−=δ
n

i

n

j
jjih XXKnnl

1 1
.loglog  (4) 

In order to get maximum likelihood estimates of ,iδ ,...,,1 ni =  we set 

the partial derivatives of (4) equal to zero. When using the Gaussian kernel 
function, this leads to 
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for ...,,1 nk =  

Let us denote 
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which can be interpreted as the probability for iX  to belong to mixture 

component k. From (5), kδ  can be represented as 
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This is not a closed form solution, in that ( )iXkp |  at each stage depends on 

all the ,sjδ  but iterating them in an EM manner would give the required 

.ˆ...,,ˆ
1 nδδ  One may start this iteration with initial values of sδ  being set to 

be 0 and iterate until a convergence criterion is satisfied or one can try finite 
number of iterations to explore the amounts of changes. 

4. Numerical Properties 

This section is devoted to the comparison of the small sample 
performance of the ordinary kernel density estimator and two data 
sharpening approaches, one using the explicit formula in (2) by replacing 

( )iXA  with ( )iXÂ  and the other using the proposed algorithm in (7). We 

drew data sets of size 50 from the standard Gaussian density (#1), Student’s 
t-distribution with degree of freedom 3(#2), skewed normal mixture (#3) and 
bimodal normal mixture (#4). Figure 1 depicts these true densities. Integrated 
squared errors (ISEs) were calculated by using the trapezoidal rule and    
their average (mean) values were obtained from 200 simulations. The 
Gaussian kernel function was used throughout and 21 bandwidths were 
chosen logarithmically equidistant in proper ranges. 

 

Figure 1. Four true densities: #1: Standard Gaussian, #2: t(3), #3: Skewed 
normal mixture, and #4: Bimodal normal mixture. 
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Figure 2 contains the mean integrated squared error (MISE), integrated 
variance (IVAR) and integrated squared bias (IBIAS) for densities #1. The 
data sharpening method based on the proposed algorithm shows considerable 
improvements over ordinary kernel estimates and data sharpening using           
the formula in (2). But, our approach shows poor performance when the 
bandwidth is small. This is mainly from the IVAR although it shows 
improvement in terms of IBIAS, which is negligible relative to IVAR. 
Optimal bandwidths for two versions of the data sharpening method are 
generally larger than that for an ordinary estimate. 

 
Figure 2. Plots of the MISE and its two components IVAR, IBIAS for 
density #1: from the top, y-axes correspond to logarithms of MISE, IVAR 
and IBIAS and x-axis denotes logarithm of bandwidth. Solid, dashed and 
dotted lines correspond to ordinary estimates, estimates using the proposed 
algorithm and estimates based on explicit formula, respectively. 
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Figure 3 depicts pointwise mean squared errors (MSEs) as well as 
variances and biases for density #1 when the optimal bandwidths in terms of 
minimizing each MISE are used. It clearly demonstrates that the proposed 
algorithm works better than the others in terms of both variances and biases. 
Figures 4 and 5 illustrate the performance of estimators for density #2. We 
get a very similar impression to Figures 2 and 3. This seems to be the typical 
pattern for simple unimodal densities, which include density #3. For density 
#4, our approach shows improvements over the other two estimates but not 
quite reaching a satisfactory level relative to the other cases. 

 
Figure 3. Pointwise mean squared errors, variances and biases plots for 
density #1: values in y-axes are multiplied by 102. Solid, dashed and dotted 
lines correspond to ordinary estimate, estimates using the proposed algorithm 
and estimates based on explicit formula, respectively. Optimal bandwidths 
which minimize MISE for each method are used. 
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Figure 4. Plots of the MISE and its two components IVAR, IBIAS for 
density #2: Axes and line types are as for Figure 2. 
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Figure 5. Pointwise mean squared errors, variances and biases plots for 
density #2: Axes and line types are as for Figure 3. 

5. Concluding Remarks 

Note that the performance of data sharpening methods highly depends  
on smoothing amount. Bandwidth selection for the sharpened data set is 
important and should be larger than that of the original data. But, it is not an 
easy problem to resolve because it also relates to the sharpening procedure. 
And hence, few works have been published on this topic. One may use  
cross-validation for bandwidth selection such as in Hall and Kang [6]. The 
proposed algorithm converges relatively fast and hence it is computationally 
efficient compared to the cross-validation approach in Hall and Kang [6]. 
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Future works are needed to develop the theoretical properties of the proposed 
approach, which is not considered in this paper. 
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