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Abstract 

In this paper, we propose a detection procedure based on the jackknife 
empirical likelihood for the changes in mean and variance. 
Simulations have been conducted to show the performance of the 
detecting procedure. Two real examples are also given: the stock 
market data and the air traffic data in Hsu [6] to illustrate the detecting 
procedure. 

1. Introduction 

Change-point problems have intrigued statisticians since Page [10, 11].   
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It is mainly because change-point problem can be applied in many areas, 
such as biology, economics, finance, geology, medicine, and so on. The 
commonly used approaches for change-point inference in the literature are 
the maximum likelihood ratio test, Bayesian information criterion, 
nonparametric test, sequential tests, etc. In general, the change-point problem 
includes hypothesis testing for the existence of change-point and the 
estimations of the number and location(s) of change-points. 

Many scholars have studied on change-point problems in the past 
decades. For example, Hawkins [4] derived the likelihood ratio test and the 
asymptotic distribution of the test statistic under null hypothesis for detecting 
the mean change. Hsu [5] adopted the maximum likelihood to study the time 
of changes and variances at the different periods of the time series. Chen and 
Gupta [1] used the information approach to study the mean and variance 
change problem for univariate Gaussian model. Recently, Zou et al. [15] 
proposed a procedure based on the empirical likelihood by Owen [8] to 
detect changes in distributions, and showed the asymptotic distribution of the 
test statistic is the extreme value distribution. An extensive literature review 
of parametric and nonparametric change-point problems is provided by 
Csörgő and Horváth [3] and Chen and Gupta [2]. Readers are also referred to 
Owen [9] for more details of the empirical likelihood method. 

In our work, we adopt the idea of one sample U-statistic from Jing et al. 
[7] and propose a nonparametric test for testing change-points in mean      
and variance. This article is structured as follows. In Section 2, we develop 
the JEL-type statistic based on U-statistic of mean and variance. The 
performance of the proposed JEL ratio test is studied through simulations in 
Section 3. We apply the proposed method to two real data sets: the stock 
market data and the air traffic data in Hsu [6] to show the testing procedure 
in Section 4. Discussion is provided in Section 5. 

2. Methodology 

Let nXXX ...,,, 21  be independent random variables with means 

iiX μ=E  and variances ( ) 2
iiXvar σ=  for ....,,2,1 ni =  We are interested 
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in testing 

μ=μ==μ=μ nH 210 :  

and 

( )unknownare, 2222
2

2
1 σμσ=σ==σ=σ n  (2.1) 

versus the alternative 
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Since the binary segmentation procedure (Vostrikova [14]) can be 
applied to detect multiple change-points, it is sufficient to study the null 
hypothesis (2.1) versus the alternative: 
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A one sample U-statistic of degree 2 with the kernel function (2.4) is 
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given by 
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Similar to Jing et al. [7], we apply the JEL method to the .nU  The 

jackknife pseudo-values are 

( ) ( ),1ˆ i
nni UnnUV −−−=  (2.6) 

where ( ) ( )....,,,...,,: 111 niin
i
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− =  One can check that 
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for ....,,2,1 ni =  Thus, we can apply the empirical likelihood approach to 

the s’îV  based on the fact that  s’îV are asymptotically independent under 

mild conditions (Shi [13]). 

For the simplicity, we denote nknk =θ  and ,0 nkn
∗=θ  where ∗k  is 

the true change location if it occurs. Throughout the whole article, we 
assume that ( )1,000 ∈θ→θn  as .∞→n  Let ( )nknpppp θ= ...,,, 21  and 

( )nqqq nknk nn ...,,, 21 +θ+θ=  be probability vectors. If there exists a change 

at ,∗= kk  then we reject 0H  for small 
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We apply the Lagrange multiplier method in the following. Let 

( )2
2121 ,,,,,,, σμγγλλqpf  

∑ ∑ ∑∑
θ

= +θ= +θ=

θ

=
⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛
−γ−⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛
−γ−+=

nk

nk

nkn

i

n

nknj

n

nj
j

n

i
iji qpqp

1 1 1
2

1
1 11lnln  



Ying-Ju Chen, Wei Ning and Arjun K. Gupta 80 

,
1

22
1

2
1

1
1 ⎟⎟

⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

σ

μ
−λ−⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

σ

μ
−λ− ∑∑

+θ=

θ

=

n

nj n

n
jj

T

i
ii

T

nk

nk
VqnVpn  (2.8) 

where ( )12111 , λλ=λT  and ( )., 22212 λλ=λT  
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Define the score functions 
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Then the maximal likelihood estimators ( ( ) ( ))nknk θγθλ ˆ,ˆ  of ( )γλ,  can 

be obtained by solving 

( ) 0,,1 =γλθnkJ     and    ( ) .0,,2 =γλθnkJ  

Therefore, we have ( ) ( ( ) ( )).ˆ,ˆ, 2
nknknknk ll θλθσθ=θ  The jackknife 

empirical log-likelihood ratio statistic is defined by 

( ){ },max nkn lZ
nnk

θ=
Θ∈θ

 

where { }....,,2,1, nknkn ==Θ  We reject 0H  for sufficient large value 

of .nZ  Zou et al. [15] suggested the use of the so-called “trimmed” 

likelihood ratio 

( ){ }nkn lZ
nnk

θ=′
Θ′∈θ

max  

instead of ,nZ  where { }211 ...,,1,, TTTn nnnnknk −+==Θ′  since the 

empirical likelihood estimators of ( )γλ,  may not exist when k or kn −  is 

too small, such as ( ).1~ On nkθ  Moreover, Perron and Vogelsane [12] 
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mentioned that the choices of 1Tn  and 2Tn  might be rather arbitrary. We 

choose ˚Î nnn TT 221 ==  for convenience, where ˚Îx  means the largest 

integer not greater than x. 

If we assume that there is exactly one change-point, then the maximum 

likelihood estimator for the change location ∗k  is given by 

{ ( ) }.,:minˆ
nknknnk lZnk Θ′∈θθ=′θ=∗  (2.11) 

3. Simulation Study 

This section presents a simulation study to illustrate the performance of 
the proposed JEL method of detecting changes in mean and variance. Monte 
Carlo experiments with 1000 repetitions are implemented on normal, 
exponential, and Poisson distributions under various values of mean and 
variance with sample sizes 70, 100 and 150. The critical values of the test 
statistic for different distributions are obtained through simulations. The 
results corresponding to sample sizes 70, 100 and 150 are presented in Tables 
1, 2 and 3. Corresponding standard errors are reported in parentheses. 

Table 1. Power of JEL approach of change-point models in mean and 
variance with sample size 70 and 05.0=α  

 ( ) ( )2,0,1,0 NN  ( ) ( )2,1 ExpExp  ( ) ( )2,1 PoissonPoisson

∗k     

0 0.05 0.05 0.05 

25 0.604 (0.0155) 0.238 (0.0135) 0.426 (0.0156) 

35 0.697 (0.0145) 0.314 (0.0147) 0.489 (0.0158) 

50 0.530 (0.0158) 0.243 (0.0136) 0.365 (0.0152) 
*Exp(λ) where λ is the rate parameter 
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Table 2. Power of JEL approach of change-point models in mean and 
variance with sample size 100 and 05.0=α  

 ( ) ( )2,0,1,0 NN  ( ) ( )2,1 ExpExp  ( ) ( )2,1 PoissonPoisson  

∗k     

0 0.05 0.05 0.05 

25 0.703 (0.0144) 0.301 (0.0145) 0.477 (0.0158) 

50 0.890 (0.0099) 0.425 (0.0156) 0.620 (0.0153) 

70 0.797 (0.0127) 0.308 (0.0146) 0.511 (0.0158) 
*Exp(λ) where λ is the rate parameter 

Table 3. Power of JEL approach of change-point models in mean and 
variance with sample size 150 and 05.0=α  

 ( ) ( )2,0,1,0 NN  ( ) ( )2,1 ExpExp  ( ) ( )2,1 PoissonPoisson  

∗k     

0 0.05 0.05 0.05 

40 0.920 (0.0086) 0.401 (0.0155) 0.618 (0.0154) 

75 0.979 (0.0045) 0.454 (0.0157) 0.753 (0.0136) 

120 0.882 (0.0102) 0.268 (0.0140) 0.494 (0.0158) 
*Exp(λ) where λ is the rate parameter 

According to our simulation results, there is no surprise that the power 
increases as the sample size increases. In addition, when the normality 
assumption holds, the power performance of the test is much better than the 
power under other distribution settings. When the change location occurs in 
the middle of the sample, the power is higher than the power when the 
change occurs in other locations. 

4. Application 

In this section, we apply the testing procedure to two real data sets: the 
stock market data: the weekly closing values of Dow-Jones Industrial 
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Average from July 1, 1971 to August 2, 1974 and the air traffic data: the 
aircraft arrival times from a low altitude transitional control section near 
Newark Airport for the period from noon to 8:00 pm on April 30, 1969. Both 
data sets are from Hsu [6]. In order to find the potential change location in a 
wide range, we compute ( ){ },max nkn lZ

nnk
θ=′

Θ′∈θ
 where 

{ }TTTn nnnnknk −+==Θ′ ...,,1,,  and ( ) .log2 ˚Î nnT =  

4.1. Application to the stock market data 

In this section, we study an application of JEL based detecting procedure 
to search potential changes in mean and variance for stock market price data 
in Hsu [6]. Let tP  be the stock price where .161...,,2,1=t  We transform 

the data into ( ) .161...,,2,1,1 =−= + tPPPR tttt  The scatter plot of the 

return series { }tR  is given in Figure 1. From Hsu [5], { }tR  is a sequence of 

independent normal random variables with mean 0. Using the binary 
segmentation procedure along with the JEL based procedure, we are able to 
detect the potential changes in the { }.tR  On the basis of our computations, at 

the first stage ( ){ } ( ) 88398.3189max ==θ=′
Θ′∈θ

llZ nkn
nnk

 while the empirical 

critical value is only 20.34578 with the significance level .10.0=α  
Transferring back to the price 90, =tPt  is the location of change-point 

which is referred to the week of March 19 to March 23, 1973. Our 
conclusion matches Hsu’s [5, 6] and Chen and Gupta [2] conclusions at this 
point. 

 
Figure 1. Return series { }tR  of the weekly stock prices from 1971 to 1974. 
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Additionally, we continue to test the two sequences: 89...,,1, =tRt  

and .161...,,90, =tRt  Our computational results show that there are no 

further changes in the sequence ,89...,,1, =tRt  but there is one more 

change at 153=t  in the sequence 161...,,90, =tRt  which corresponds to 

the stock price 154P  in the week of June 3 to June 7, 1974. The test statistic 

( ) ,71162.4918358.64153 >==′ lZn  where 49.71162 is the empirical 

critical value of 90% confidence level. This finding is different from Chen 
and Gupta [2]. Going back to see what happened to the U.S. economy and 
environment in the period of time, we find that the highlight event, Saudi 
Arabia announced that it would increase its shareholding in Aramco to 60 
percent in June 4th, 1974, may affect the U.S. stock markets. 

4.2. Application to the air traffic data 

We adopt the air traffic data in Hsu [6] to show the implementation of 
JEL based testing procedure in this section. Let iT  be the arrival time, 

.213...,,1=i  According to Hsu [6], the interarrival times ,1 iii TTX −= +  

212...,,1=i  are independently exponential distributed. Our computational 

result shows that there is no change in the mean and variance of the 
interarrival times which matches the conclusions in Hsu [6] and Chen and 
Gupta [2]. 

 

Figure 2. Interarrival times (in minutes) for the period from noon to 8:00 pm 
on April 30, 1969. 
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5. Discussion 

In this article, a jackknife empirical likelihood based detection procedure 
for change-points in mean and variance is proposed. Simulations under 
different distribution settings with various sample sizes indicate that the 
power performance of the testing procedure is satisfactory. The proposed 
testing procedure is applied to the stock market data and the air traffic data. 
Significant change-points in the stock market data set are detected and there 
is no change detected in the air traffic data set. One may notice that the 
empirical likelihood estimators may not exist when the k or kn −  is too 
small. Therefore, the test statistic we proposed in Subsection 4.2 is a trimmed 
statistic which means that the testing procedure may not detect the change- 
point when it occurs in the very beginning or at the very end of data. 
Adjustment of the jackknife empirical likelihood based test is needed so    
that the testing procedure can detect all possible change locations. It is one of 
our ongoing research. Another ongoing work is to find the asymptotic 
distribution of the test statistic. A prospective candidate distribution is the 
extreme value distribution. 
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