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Abstract 

This paper proposes a new approach for Isan Dhamma handwriting on 
palm leaves character recognition system based on logistic model tree 
(LMT). The proposed system consists of three main processes. The 
first step is image preprocessing, feature extraction and Isan Dhamma 
handwriting recognition. The LMT consists of a standard decision tree 
structure with logistic regression functions at the leaves but high 
performance techniques for supervised learning and new method for 
classification in image processing. The amount of 300 images is used 
in the experiment where can be classified Isan Dhamma character 
effectively. The mean correct classified rate was 83.33%. 
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1. Introduction 

Isan Dhamma are the ancient characters in northeastern of Thailand that 
look round of the Lanna, see in Figure 1. During the 22nd-24th Buddhist 
century. There has been evidenced that Isan Dhamma manuscript were used 
to written record important stories about history and Buddhist scriptures such 
as the bible, literature, witchery, herbal medicines and treatments, and others 
on the surface of stone or on palm leaf shown in Figure 2. The palm leaves 
were recorded, these were called “Bai-Lan book” [1]. 

 
Figure 1. Example of Isan Dhamma characters. 

They had many important knowledge. Currently there are a small amount 
of readers who can read and understand Isan Dhamma [2]. Nowadays, it 
seems to have decreased which make knowledge lost. These were an 
anciently heritage that have sanctity in the historic. The oldest Isan Dhamma 
manuscript was found at Sri Khunmuang temple in Nongkai province in 
Thailand [3]. 

 

Figure 2. Palm leaves manuscripts. 
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The recognition techniques can apply to extract the knowledge out of 
palm leaves as a digital document for keeping. It can keep the knowledge and 
wisdom of the ancestors that accumulate so long. It also led them to use the 
knowledge for the benefit of future offspring. 

Preprocessing and feature extraction are factors that increase the 
efficiency in recognition [4]. The research in many years found that the 
various commonly used as projection histogram [5, 6], template matching   
[7-9], zoning [10, 11], gradient feature [12], grid feature and global feature 
[13-16]. Since all the documents used in this research are very old. The fibers 
of the palm leaf, water stains and mold were lot of noise then this paper will 
not presented to obviate noise but we offer outstanding feature extraction and 
the high performance algorithm. The result shown LMT algorithm was a 
good performance in character recognition. 

2. Related Researches 

2.1. Isan Dhamma character 

During the past with attention and presented a variety of methods. In 
order to help the reader understand Isan Dhamma was easier for the common 
man. The aim was to acquire knowledge that was recorded on palm leaves to 
continue. The related research works are as follows. 

Yuttaponraneepinit and Wantanapa [17] compared with four techniques 
for segmentation that were global threshold, edge detection, contour 
following and local threshold. The experimental results shown that local 
threshold technique overcome the other three techniques in all cases. 

Thammano and Trikeawcharoen [18] presented method for classification 
old Asian script handwritten from 23 educated Buddhist monks without 
feature extraction process. With the use of Hausdorff distance as the 
similarity measure and the new mutation operator, the proposed evolutionary 
algorithm can achieve. The average performance was 64.85%. 

Promsoda and Seresangtakul [19] proposed the translation of Isan 
Dhamma alphabets to the Thai language by using a context free grammar.     
A dictionary was created by tries data structure. The hallmark of structure is 
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easy to control a number of different lengths and convenient way to store and 
access data. The longest matching technique used for translation. The 
experimental results illustrated the translation accuracy of 70%. 

Wijitchareon and Seresangtakul [20] presented Isan Dhamma 
handwritten character classification and recognition by using k-fold cross 
validation for zoning based histogram projection both of horizontal and 
vertical with back propagation neural network. The experimental results 
showed the proposed method performed higher accuracy. 

The experiment in this paper used five Isan Dhamma characters. The 
comparisons of Thai characters with Isan Dhamma are shown in Table 1. 

Table 1. Compare Thai characters with Isan Dhamma 

No. Thai character Isan Dhamma character 

1     

2  
   

3     

4     

5     

2.2. Logistic model tree 

LMT is high performance techniques for supervised learning tasks, both 
for the prediction of nominal classes and numeric values [21]. The 
elementary consists of a standard decision tree structure with logistic 
regression functions at the leaves. As in the common decision trees, a test on 
one of the attributes is associated with every inner node. This algorithm is the 
combination between of linear logistic regression and tree induction. In the 
past produces low variance high bias and the later produces high variance 
low bias. These two techniques were combined into learner which depends 
upon simple regression models if only little and/or noisy data is present. It 
adds more complex tree structures if enough data is available to such 
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structures. Thus, logistic model trees are the decision trees having linear 
regression model at leaves. 

A logistic model tree consists of a tree structure that is made up of a set 
of inner or non-terminal nodes N and a set of leaves or terminal nodes T. Let 

DmDS ×⋅⋅⋅×= 1  denote the whole instance space, spanned by all 
attributes vmvV ...,,1=  that are present in the data. Then the tree structure 

gives a disjoint subdivision of S into regions tS  and every region is 

represented by a leaf in the tree are equation (1) [21]. 
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In this paper, Isan Dhamma character recognition on Palm leaves using 
LMT is proposed. LMT’s perform competitively with other state-of-the-art 
classifiers such as boosted decision trees while being easier to interpret. 
Although, LMTs want to use time for building the tree structure which 
mostly to the cost of building the logistic regression models at the nodes. But 
this algorithm has uncomplicated structure then it is easily understood. This 
technique shown experiment results are efficiency accurate for Isan 
Dhamma.  

3. Recognition System 

The systems are introduced into three main processes. The first is 
preprocessing, feature extraction and recognition. In the experiment, the 
dataset are divided into two groups for training and testing. It also provides 
the results are reliable then shown the graph of the cross validation as well. 
The block diagram of the system is given in Figure 3. 

 

Figure 3. Block diagram of the system. 
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3.1. Preprocessing 

This section is the first step of the system. Both of dataset for training set 
and testing have to do following. 

Standard size. These images in database have different size. For solve 
this problem then the system determined standard size 16080 ×  pixels for 
every image to input, see Figure 4. 

Binary image. The system converted all images to black and white 
images. Some input images have different line color. The only one reason 
has to convert because we emphasize the pattern of line for speed in 
computing. 

Normalization. Because of handwriting is a person’s behavior. The 
weight of the wrist and fingers are the size of the line in a different then the 
characters are different too. The devices used in writing, it may be different 
in the size of the line then we need skeleton. 

Image from scanned 

                                 

Standard size 

                                       

Figure 4. Example standard size on image. 

                

Figure 5. Skeleton image. 
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3.2. Feature extraction 

The system used global feature that provided detail to extract outstanding 
feature from Isan Dhamma character. All of extracted features are in this 
section came the inputs of training dataset. 

Image area. The image area are the counting the number all of black 
pixels which belong of the image. This feature provides detail of the density 
of the image [21]. 

Image ratio. The image height-to-width ratio is obtained by dividing 
image height to image width. 

Pure width. This feature means the net width of the image size excluding 
the background. 

Pure height. The height of the image by the net without background [23]. 

The image amenable. The image amenable to the vertical center of left 
and right to provide the direction of image. 

Maximum horizontal histogram and maximum vertical histogram. The 
horizontal histogram is calculated for each row and the row which has the 
highest value is taken as maximum horizontal histogram. The vertical 
histogram is calculated for each column and the column which has the 
highest value is taken as maximum vertical histogram. 

Horizontal and vertical center of the image. These are calculated using 
the formulas in equations (6), (7) [13]. 
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4. Character Database 

Ours experiment, we used Isan Dhamma character on palm leaves to 
input image by scanning into database. As the palm leaves are very old. 
Scanning is to be done with carefully so that the input process requires much 
time. 

In this paper, training and testing of recognition system 300 images from 
five characters of Isan Dhamma were used in experiment. For the training 
system 180 images were used and 120 images were used testing system. 

5. Experiment and Result 

The recognition section consists of two parts, training and testing, 
respectively, which is accomplished by LMT. 

Training part. Isan Dhamma recognition is a multi-class problem. Since 
the LMT classifier for building logistic model trees which are classified trees 
with logistic regression functions at the leaves. The algorithm can deal with 
binary and multi-class target variables, numeric and nominal attributes and 
missing values. One of the strengths of LMT is that it produces small, 
accurate trees (it uses the CART pruning mechanism). The parameters 
training of LMT in the system are displayed in Table 2. The tree structure 
was shown in Figure 6. 

Table 2. Parameter of LMT training 

Parameter Value 

Number of folds 100 

Minimum of instance at which a node for split 15 

Iterations for LogitBoost 15 

Training time No limit 
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Figure 6. Isan Dhamma classification tree constructed by the LMT 
algorithm. 

The validation performance Isan Dhamma system by using LMT 
algorithm shown the line graph with k-fold cross validation, see in Figure 7. 

 

Figure 7. The cross validation performance of LMT. 

Testing part. The system has been tested for its accuracy and 
effectiveness on 120 images. The experimental results shown that the 
proposed system can be recognized. The experimental results shown that the 
LMT algorithm can be classified five Isan Dhamma characters have the 
dataset 300 images used in this experiment was rated as very effective. The 
accuracy of the results values are shown average 83.33%. In experimental 
was tested 100 times by dividing the training set 60% and the test set 40%. 
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Table 3. Result in classification 

No. Character Result Accuracy rate(%)

1   83.47 

2   77.61 

3   85.71 

4   85.19 

5   84.67 

6. Conclusion 

This paper proposed a new method to recognition Isan Dhamma 
character on palm leaves by using logistic model tree. Two excellent methods 
in this paper for made the accuracy performance was satisfactory that are 
good feature extraction and intelligence algorithm. The strengths of the LMT 
algorithm are the decision tree structure is smaller which allow for speed up 
processing time but high performances. Next this system used global feature 
from character image for extracted the overall appearance of the image to 
recognition. 
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