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Abstract 

This paper concentrates on applying a novel data mining algorithm, 
the Ensemble of Binary Decision Trees, EBDT, for the detection and 
monitoring of environmental particulate matter in high-risk areas due 
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to agricultural stubble burning. Experimental outcomes presented here 
show that the EBDT classifier based on J48 achieved the best outcome 
for the detection of PM2.5 patterns with an accuracy of 83.70%. 

Data mining is used across many sectors including agriculture and health 
(cf. [1] to [7]). This article introduces a novel method, called Ensemble of 
Binary Decision Trees, EBDT ensemble classifier. Our experiments 
investigate the effectiveness of the EBDT classifiers for the prediction of the 
NSW classification of the level of PM2.5 particles in the air. 

Particulate matter (PM) in the air is linked with a range of health effects 
manifesting as increased rates of both morbidity and mortality, [7]. It is an 
important part of air quality assessment. The depth of penetration of PM into 
the respiratory tract depends on the size of the particles with fine particles 
penetrating more deeply into the lungs. Fine and ultrafine particles play a 
dominant role in human health impacts [7]. A commonly described PM 
fraction referring to the particles with an aerodynamic diameter of at most 
2.5μm is denoted by PM2.5. 

In New South Wales (NSW), air pollution is monitored by the NSW 
Office of Environment and Heritage (OEH). OEH expresses air pollution 
data in terms of an Air Quality Index (AQI) with six categories of air quality 
defined in terms of all categories of particular matter as follows: very good 
(up to 33μg), good (from 34μg to 66μg), fair (from 67μg to 99μg), poor 
(from 100μg to 149μg), very poor (from 150μg to 199μg), hazardous (200μg 
and higher). Here we apply the same categories to the amount of PM2.5 in 
the air. 

We introduce a novel method for air quality prediction, called an 
Ensemble of Binary Decision Trees, EBDT. In this method we train a 
collection of binary decision trees, one for each of the thresholds. Each tree is 
trained to recognise two classes: the class of instances with the PM2.5 value 
less than the threshold, and the class of instances with the PM2.5 value 
greater than the threshold. After all binary decision trees have been trained, 
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they operate as an ensemble in the following fashion. To recognise instances 
of each class, two binary decision trees corresponding to the upper and lower 
threshold of the class operate in conjunction. A particular instance is 
recognised as belonging to the class if the binary decision tree corresponding 
to the upper threshold confirms that the class value of the instance does not 
exceed the top threshold and at the same time to binary decision tree 
corresponding to the lower threshold confirms that the class value of the 
instance is greater than the lower threshold. Thus, an ensemble of 6 binary 
classifiers is used to recognise all classes. 

We used a large data set for Wagga Wagga obtained from the DustWatch 
program ([1], [8]) and the Bureau of Meteorology, Australia over a twelve 
months period (1 August 2011-31 July 2012), currently consisting of 18,485 
records, which is a large dataset. We considered the problem of predicting 
the NSW classes for the level of PM2.5 in the air. 

Our experiments investigated and compared EBDT classifiers based                 
on the following decision trees: J48, NBTree, RandomTree, REPTree, 
SimpleCart. Let us refer to [2] and [9] for background information on these 
algorithms. In order to avoid overfitting, we used the standard ten-fold cross 
validation (cf. [9]). Ten-fold cross validation was applied to determine the 
effectiveness of these regression methods. Our experimental results are 
presented in the following table: 

Accuracy (%) Regression Methods 

Trees EBDT ensembles 

ADTree 73.84 80.59 

J48 76.16 83.70 

NBTree 75.38 82.23 

RandomTree 73.13 80.40 

REPTree 73.83 81.24 

SimpleCart 75.21 82.13 
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The best results were obtained using EBDT ensemble based on J48 tree. 
This is an excellent outcome, since we considered all six of the NSW classes 
for PM2.5, which has not been investigated before. 
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