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Abstract 

A theoretical result concerning the limiting values of quadratic forms 
in functions of the vector m, of expected values and ,XV  the 

covariance matrix of the order statistics in a sample of size n from an 
absolutely continuous distribution F, which satisfy certain regularity 
conditions, is presented. 

1. Introduction 

In goodness-of-fit work based on probability plots, it is required to have 
results concerning limiting values which could be also used as 
approximations, for large sample sizes, to quadratic forms involving 
functions of m and ,XV  where m is the vector of expected values of order 

statistics ( )iX  from an absolutely continuous distribution ( ),⋅F  where XV  

denotes the covariance matrix of the ( ).iX  
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Suppose that the random variable Y has an absolutely continuous 
distribution ( )yF  in the location-scale family, that is, ( )yF  is of the form 

( )xF0  with ( ) ,βα−= yx  with ( )xF0  completely specified. Here, α and β 

are the location and scale parameters, respectively. Let ( ) ( )nXX ...,,1  be the 

order statistics of a random sample of X of size n. Let ( ( ) )ii XEm =  and let 

XV  be the covariance matrix of the vector ( ( ) ( ) )....,,1 nXX=X  

If a sample of n Y-values is given, the order statistics ( ) ( )nYY ...,,1  can be 

represented as ( ) ( ),ii XY β+α=  and then 

( ( ) ) .ii mYE β+α=  (1) 

The covariance matrix of the vector ( ( ) ( ) )nYY ...,,1=Y  is .2
XVβ  

2. Covariances of Linear Combinations 

Consider two linear combinations of the order statistics in a sample of 
size n from an absolutely continuous distribution F, defined by 

( ) ( )∑
=

=
n

i
iig YmgnT

1

1   and  ( ) ( )∑
=

=
n

i
iih YmhnT

1
.1  

Let g and h be the vectors whose ith components are, respectively, 
( )img  and ( ).imh  Then, ( ),, hg TTCov  the covariance between gT  and hT  

is given by 

( ) ., 2
n
VTTnCov X

hg
hg

β=  

Since 2β  is only a multiplying factor, it will be assumed that .1=β  

We shall examine asymptotic limits of the form n
VX hg  and present a 

theorem whose proof is given in the Appendix. Unpublished prior versions of 
the proof can be found in Coronel-Brizio [5] and Coronel-Brizio and 
Stephens [6]. 
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Theorem 2.1. Let g and h be two n-dimensional vectors with components 
( )ii mgg =  and ( ),ii mhh =  respectively, for ni ...,,1=  and let ( ) =xG   

( )∫ ,dxxg  ( ) ( )∫= dxxhxH  denote the antiderivatives of the functions g and 

h, respectively. If an absolutely continuous distribution function F satisfies: 

( ) ( ) ( ) ( )[ ] ,01limlim =−=
∞→−∞→

xFxGxFxG
xx

 

( ) ( ) ( ) ( )[ ] ,01limlim =−=
∞→−∞→

xFxHxFxH
xx

 

then 

( ) ( )[ ].,lim XHXGCovn
VX

n
=

∞→

vu  (2) 

Table 1. Values of expression (2.2) for selected distributions and values of r 
and s 

Distribution r s ( ) s
X

r
n Vn mm1lim −

∞→  
 

Normal 1 1 21  

 2 2 35  

 3 3 6 

 4 4 5189  

 0 2 1 

 0 4 3 

 0 6 15 

 0 8 105 

Logistic 0 1 32π  

 0 2 457 4π  

 1 1 454 4π  
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 1 3 31552 6π  

 2 2 18931 6π  

 3 3 225116 8π  

Extreme value 0 0 62π  

 0 1 ( )362 ζ−γπ−  

 1 2 ( ) 20326 422 π+γζ+γπ  

An important case which has applications in estimation and tests of fit 

occurs when ( ) rttg =  and ( ) ,stth =  where r and s are non-negative 

integers. In this situation, we have the following: 

Corollary 2.2. 

( )
( ) ( ) ,11lim 112

++
μ′μ′−μ′

= ++++
∞→ srn

V srsr
s

X
r

n

mm  (3) 

where jμ′  denotes the jth central moment about the origin of the random 

variable X, and ( ) ....,,1
r
n

rr mm=m  

The above result is an extension to second order moments of the results 
given in Burr [3]. 

3. Examples 

In order to illustrate the use of the above result, some useful limits in 
parameter estimation from probability plots for some standard distributions 
are presented. 

The normal density is the well-known function ( ) ,2e21
221

π
=

− x
xf  

;∞<<∞− x  the functional form of the logistic distribution is ( ) =xF  
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( ) ;,1 ∞<<∞−+ xee xx  due to the symmetry of these two distributions, 

( ) 0lim =∞→ n
V s

X
r

n
mm  whenever sr +  is odd. The type I extreme value 

distribution has density ( ) ( ) .,exp1 ∞<<∞−−−= xexF x  

Some particular results are presented in Table 1, where 5772.0≈γ  is 

Euler’s constant and ( )nζ  denotes the Riemann’s Zeta function. 

It can be seen that application of the (2.2) reproduces some of the 
relations between some operations over the columns of the stochastic matrix 

for the case of the normal distribution; e.g., ( ) ( ).
2

k
k

X XEn
V

=
m1  

4. Applications 

Goodness of fit tests for a distribution in the location-scale family, based 
on the use of polynomial regression models, have been developed for the 
case of the normal distribution, (LaBrecque [9], see also Stephens [13], Puri 
and Rao [10]) and for the logistic and type I extreme value distributions 
(Coronel-Brizio [5]). 

The tests are based on fitting, alternatively to the model (1), an extended 
model of the form 

( ( ) ) ( ) ( ) ( ) ( ),221100 ippiiii mmmmYE ψα++ψα+ψα+ψα=  (4) 

where pααα ...,,, 10  are constants and ( )ij mψ  is a polynomial of degree j 

and the coefficients of the polynomials are chosen so that 

01 =ψψ −
jXi V  for .ji ≠  

Without loss of generality, we can take ( ) 10 =ψ im  and ( ) ;1 ii mm =ψ  

then in (1) 0α=α  and ,1α=β  and the null hypothesis that the model is (1) 

can be made by testing 

.0: 320 =α==α=α pH  
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Usually the test is carried out by fitting a quadratic or cubic model so that 
.3≤p  

Expression (2.2) is of practical and theoretical interest in the calculation 
of the asymptotic variances of the estimated parameters, in particular when 
this is done by ordinary least squares. 

5. Conclusions 

The result presented here, can be considered as an extension to second 
order moments of those given by Burr [3] and closely connected with the 
work by Chernoff et al. [4] however, it does not seem to have been discussed 
before, at least in an explicit form. 

6. Appendix: Proof of Theorem 2.1 

Let us consider the quantity 

( ) ( )∑∑
= =

=
′ n

i

n

j
ijji

X vmhmgnn
V

1 1
.1hg  

Using Cramer’s asymptotic approximation for covariances of order 
statistics, it is not difficult to obtain the limiting expression: 

( ) ( ) ( ) ( )[ ]∫ ∫
∞

∞−

∞

∞→
−=

′
x

X
n

dydxyFxFyhxgn
V 1lim vu  

( ) ( ) ( ) ( )[ ]∫ ∫
∞

∞−

∞
−+

y
dydxxFyFyhxg .1  (5) 

We now must show that the above sum of integrals equals the right hand side 
of (2). For simplicity, in the following the arguments of the functions will be 
omitted. 

Let us now find the value of 

∫
∞

x
HdF.  
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Using two different expressions for the antiderivative of f, namely F and 
[ ],1 F−−  integration by parts gives: 

[ ] [ ]∫ ∫
∞ ∞∞ −+−=
x xx dHFFHHdF .11  (6) 

Similarly, 

∫ ∫∞− ∞−∞− −=
x xx FdHHFHdF .  (7) 

Multiplying (6) and (7) by the integral expression of [ ],GE  we obtain: 

[ ]∫ ∫ ∫
∞

∞−

∞ ∞

∞−
−=

x
dFFGHHdFGdF 1  

[ ]∫ ∫
∞

∞−

∞
−+

x
dHFGdF 1  

∫ ∫ ∫
∞

∞− ∞−

∞

∞−
=

x
GHFdFHdFGdF  

∫ ∫
∞

∞− ∞−
−

x
FdHGdF .  

Adding the above two equations we have that 

[ ] [ ] [ ] [ ]∫ ∫
∞

∞−

∞
−+=

x
dHFGdFGHEHEGE 1  

 ∫ ∫
∞

∞− ∞−
−

x
FdHGdF .  (8) 

Changing the order of integration above, the two integrals are, respectively, 
equal to 

[ ] [ ]∫ ∫ ∫
∞

∞−

∞

∞−

∞
−−−

x
dGdHFFdHFGF 11  (9) 
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and 

[ ] [ ]∫ ∫ ∫
∞

∞−

∞

∞−

∞
−+−

y
dGdHFFdHFGF .11  (10) 

Finally, substitution of (9) and (10) into (8) gives the right hand side of (2). � 
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