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Abstract 

In this paper, we study the existence of almost automorphic solutions 
for some neutral first-order functional integrodifferential equations 

with pS -almost (Stepanov-like) automorphic coefficients. 

1. Introduction 

The concept of Stepanov-like almost automorphy was first introduced by 
Casarino [3] and the historic development of automorphy was discussed by 
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Xia and Fan [24]. N’Guerekata and Pankov [22] utilized pS -almost 
automorphy to study the existence of weak almost automorphic solutions         
to some parabolic evolution equations and Diagana and N’Guerekata [4] 
studied the existence and uniqueness of almost automorphic solutions to the 
semilinear differential equations 

 ( ) ( ) ( )( )tutFtAutu ,+=′  for ,Rt ∈  (1) 

where ( ) XXADA →⊂:  is a densely defined closed linear operator on a 

Banach space X, which also is the infinitesimal generator of an exponentially 
stable 0C -semigroup ( )( ) 0≥ttT  on X and XXRF →×:  is pS -almost 

automorphic for 1>p  and jointly continuous. 

In this paper, we investigate the existence and uniqueness of an almost 
automorphic solutions to the neutral first-order functional integrodifferential 
equations 

( ) ( )( ) 











+ ∫

t
t dssushutftudt

d
0

,,,  

 ( ) ( )( ) ,,,,,
0

RtdssushutgtAu
t

t ∈∀





+= ∫  (2) 

where ( ] Xut ×∞− 0,:  defined by ( ) ( )τ+=τ tuut  belongs to some abstract 

phase space B, which is defined axiomatically, and the coefficients f, g are 
pS -almost automorphic for 1>p  and jointly continuous. 

The application of our result will be utilized to study the existence of 
almost automorphic solutions to a slightly modified integrodifferential 
equation which was considered in Diagana et al. [9] in the pseudo almost 
periodic case. 

The existence of almost automorphic, almost periodic, asymptotically 
almost periodic and pseudo almost periodic solutions is certainly one of the 
most attractive topics in qualitative theory of differential equations due         
to their significance and various applications. The concept of almost 
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automorphy was first introduced by Bochner [1] and is a natural 
generalization of almost periodicity. It has generated several developments 
and extensions. For the recent developments, we refer the book by 
N’Guerekata [20]. Recently, the authors [14, 18] studied the existence of 
almost periodic and asymptotically almost periodic solutions to ordinary 
neutral differential equations and abstract partial neutral differential 
equations. The study of existence of almost automorphic solutions to 
functional-differential equations with delay was initiated by [5, 10, 11, 16]. 
The applications of neutral differential equations arise in many areas of 
applied mathematics. For this reason, those equations have been of a great 
interest for several mathematicians during the past few decades. 

This work is organized as follows: In Section 2, we recall some 
definitions and notations come from [5] and also we obtain very general 

results on the existence of pS -almost automorphic solutions for neutral 
functional integrodifferential equations. In Section 3, we obtain the existence 

and uniqueness of pS -almost automorphic mild solutions for neutral 
functional integrodifferential equations. Finally, in Section 4, an example is 
provided. 

2. Preliminaries 

In this section, we introduce notations, definitions, lemmas and 
preliminary facts which are used throughout this work. Most of these 
definitions and notations come from [5]. 

Let ( ),, ZZ ⋅  ( )WW ⋅,  be Banach spaces. The notation ( )WZL ,  

stands for the Banach space of bounded linear operators from Z into W 
equipped with its natural topology; in particular, this is simply denoted ( )ZL  

when .WZ =  The spaces ( )ZRC ,  and ( )ZRBC ,  stand, respectively, for 

the collection of all continuous functions from R into Z and the Banach space 
of all bounded continuous functions from R into Z equipped with the sup 
norm defined by 
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( ) .sup tff
Rt∈

∞ =  

We have similar definitions as above for both ( )WZRC ,×  and 

( )., WZRBC ×  

In this paper, ( )⋅,X  stands for a Banach space and the linear operator 

A is the infinitesimal generator of a 0C -semigroup ( )( ) ,0≥ssT  which is 

asymptotically stable. There exists some constants 0, >δM  such that 

( ) ,tMetT δ−≤  for every .0≥t  

Definition 2.1 (Bochner). A function ( )XRCf ,∈  is said to be almost 

automorphic if for every sequence of real numbers ( ) ,Nnns ∈′  there exists a 

subsequence ( ) Nnns ∈  such that 

( ) ( )nn stftg += ∞→lim  

is well defined for each ,Rt ∈  and 

( ) ( )tfstg nn =−∞→lim  

for each .Rt ∈  

Remark 2.2. The function g in Definition 2.1 is measurable, but not 
necessarily continuous. Moreover, if g is continuous, then f is uniformly 
continuous [21, Theorem 2.6]. If the convergence above is uniform in ,Rt ∈  

then f is almost periodic. Denote by ( )XAA  the collection of all almost 

automorphic functions .XR →  Note that ( )XAA  equipped with the sup 

norm, ,∞⋅  turns out to be a Banach space. Among other things, almost 

automorphic functions satisfy the following properties. 

Theorem 2.3 ([2], [19, Theorem 2.1.3]). If ( ),,, 21 XAAfff ∈  then 

  (i) ( ),21 XAAff ∈+  

 (ii) ( )XAAf ∈λ  for any scalar λ, 
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(iii) ( ),XAAf ∈α  where XRf →α :  is defined by ( ) ( ),α+⋅=⋅α ff  

(iv) the range ( ){ }RttfR f ∈= :  is relatively compact in X, thus f is 

bounded in norm, 

(v) if ffn →  uniformly on R, where each ( ),XAAfn ∈  then 

( )XAAf ∈  too, 

(vi) if ( ),1 RLg ∈  then ( ),RAAgf ∈∗  where gf ∗  is the convolution 

of f with g on R. 

For more on almost automorphic functions and related issues, we refer 
the reader to the following books by N’Guerekata [19, 20]. 

We will denote by ( )XAAu  the closed subspace of all functions 

( )XAAf ∈  with ( )., XRCg ∈  Equivalently, ( )XAAf u∈  if and only if f 

is almost automorphic and the convergence in Definition 2.1 is uniform on 
compact intervals, i.e., in the Fréchet space ( )., XRC  Indeed, if f is almost 

automorphic, then, by Theorem 2.1.3(iv) [19], its range is relatively compact. 

Obviously, the following inclusions hold: 

( ) ( ) ( ) ( ),XBCXAAXAAXAP u ⊂⊂⊂  

where ( )XAP  stands for the collection of all X-valued almost periodic 

functions. 

Definition 2.4. The Bochner transform ( ),, stf b  ,Rt ∈  [ ]1,0∈s  of a 

function XRf →:  is defined by 

( ) ( )., stfstf b +=  

Remark 2.5. Note that a function ( ),, stϕ  ,Rt ∈  [ ]1,0∈s  is the 

Bochner transform of a certain function ( ),tf  

( ) ( ),,, stfst b=ϕ  
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if and only if ( ) ( )tsst ,, ϕ=τ−τ+ϕ  for all ,Rt ∈  [ ]1,0∈s  and ∈τ  

[ ].,1 ss −  

Definition 2.6 [23]. Let [ ).,1 ∞∈p  The space ( )XBS p  of all Stepanov 

bounded functions, with the exponent p, consists of all measurable functions 

f on R with values in X such that ( ( )).;1,0, XLRLf pb ∞∈  This is a Banach 

space with the norm 

( ) ( ) .sup
11

,

pt

t
p

Rt
LRL

b
S dfff pp 






 ττ== ∫

+

∈
∞  

Definition 2.7 [22]. The space ( )XAS p  of Stepanov-like almost 

automorphic functions (or pS -almost automorphic) consists of all ∈f  

( )XBS p  such that ( ( )).;1,0 XLAAf pb ∈  

In other words, a function ( )XRLf p
loc ;∈  is said to be pS -almost 

automorphic if its Bochner transform ( )XLRf pb ;1,0: →  is almost 

automorphic in the sense that for every sequence of real numbers ( ) ,Nnns ∈′  

there exists a subsequence ( ) Nnns ∈  and a function ( )XRLg p
loc ;∈  such that 

( ) ( ) ,0
11

→



 −+∫

+ pt

t
p

n dssgssf  

( ) ( ) 0
11

→



 −−∫

+ pt

t
p

n dssfssg  

as ∞→n  pointwise on R. 

Remark 2.8. It is clear that if ∞<<≤ qp1  and ( )XRLf q
loc ;∈  is 

qS -almost automorphic, then f is pS -almost automorphic. Also, if 

( ),XAAf ∈  then f is pS -almost automorphic for any .1 ∞<≤ p  
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It is also clear that ( )XAAf u∈  if and only if ( ( )).;1,0 XLAAf b ∞∈  

Thus, ( )XAAu  can be considered as ( ).XAS∞  

Example 2.9 [22]. Let ( ) ( )Xlxx Znn
∞

∈ ∈=  be an almost automorphic 

sequence [21] and let .2
1,00 




∈ε  Let ( ) nxtf =  if ( )00, ε+ε−∈ nnt  

and ( ) ,0=tf  otherwise. Then ( )XASf p∈  for 1≥p  but ( ),XAAf ∉  as 

f is discontinuous. 

Theorem 2.10 [22]. The following statements are equivalent: 

  (i) ( );XASf p∈  

 (ii) ( ( ));;1,0 XLAAf p
u

b ∈  

(iii) for every sequence ( ) Nnns ∈′  of real numbers, there exists a 

subsequence ( )ns  such that 

 ( ) ( )nn stftg += ∞→lim  (3) 

exists in the space ( )XRLp
loc ;  and 

 ( ) ( )nn stgtf −= ∞→lim  (4) 

in the sense of ( ).; XRLp
loc  

In view of the above, the following inclusions hold: 

( ) ( ) ( ) ( ) ( ).XBSXASXAAXAAXAP pp
u ⊂⊂⊂⊂  

Definition 2.11. A function ,: XXXRF →××  ( ) ( )vutFvut ,,,, →  

with ( ) ( )XRLvuF p
loc ;,, ∈⋅  for each Xvu ∈,  is said to be pS -almost 

automorphic in Rt ∈  uniformly in u, Xv ∈  if ( )vutFt ,,→  is pS -

almost automorphic for each Xvu ∈,  that is, for every sequence of real 



Gayathiri B. and R. Murugesu 24 

numbers ( ) ,Nnns ∈′  there exists a subsequence ( ) Nnns ∈  and a function 

( ) ( )XRLvuG p
loc ;,, ∈⋅  such that 

( ) ( ) ,0,,,,
11

→



 −+∫

+ pt

t
p

n dsvusGvussF  

( ) ( ) 0,,,,
11

→



 −−∫

+ pt

t
p

n dsvusFvussG  

as ∞→n  pointwise on R for each .Xu ∈  

The collection of those pS -almost automorphic functions ×× XRF :  

XX →  will be denoted by ( )., XXXRAS p ××  

The following theorem is the composition theorem which is a slight 
generalization of [3, Theorem 2.15]. 

Theorem 2.12. Let WZRF →×:  be a pS -almost automorphic. 
Suppose that there exists a continuous function ( )∞→ ,0: RLF  satisfying 

( ) ∞<= ∈ tLL FRtF sup  and such that 

 ( ) ( ) ( ) ZFw vutLvtFutF −≤− ,,  (5) 

for all ( ) .,, ZZvuRt ×∈∈  

If ( ),ZAS p∈ϕ  then WR →Γ :  defined by ( ) ( )( )⋅ϕ⋅=⋅Γ ,F  belongs 

to ( ).WAS p  

We will herein define the phase space B axiomatically, using ideas and 
notions developed in [17]. More precisely, B will denote the vector space of 
functions defined from ( ]0,∞−  into X endowed with a seminorm B⋅  and 

such that the following axioms hold: 

(A) If ( ) ,,: Xau →+σ∞−  ,0>a  ,R∈σ  is continuous on [ )a+σσ,  

and ,Bu ∈σ  then for every [ ),, at +σσ∈  the following hold: 
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  (i) tu  is in B; 

 (ii) ( ) ;BtuHtu ≤  

(iii) ( ) ( ){ } ( ) ,:sup BBt utMtssutKu σσ−+≤≤σσ−≤  

where 0>H  is a constant; [ ) [ ),,1,0:, ∞→∞MK  K is continuous, M is 

locally bounded and H, K, M are independent of ( ).⋅u  

(B) For the function ( )⋅u  appearing in (A), its corresponding history 

tut →  is continuous from [ )a+σσ,  into B. 

(C) The space B is complete. 

(D) If ( ) Nnnv ∈  is a uniformly bounded sequence in ( ]( )XC ,0,∞−  

given by functions with compact support and ϕ→nv  the compact-open 

topology, then Bv ∈  and 0→− Bn vv  as .∞→n  

In what follows, we let ( ){ }.00:0 =∈= vBvB  

Definition 2.13. Let ( ) BBtS →:  be the 0C -semigroup defined by 

( ) ( ) ( )θ=θ vvtS  on [ ]0,t−  and ( ) ( ) ( )θ+=θ tvvtS  on ( ]., t−∞−  The phase 

space B is called a fading memory if ( ) 0→BvtS  as ∞→t  for every 

.0Bv ∈  Now, B is called uniform fading memory whenever ( ) ( )0BLtS  

0→  as .∞→t  

Remark 2.14 (See [16, Proposition 7.1.1]). In this paper, we suppose 
0>Q  is such that ( )θ≤ ≤θ vQv B 0sup  for each Bv ∈  bounded 

continuous. Moreover, if B is a fading memory, then we assume that 
( ) ( ){ } QtMtK ′≤,max  for .0≥t  

Remark 2.15. It is worth mentioning that in [16, p. 190], it is shown that 
the phase B is a uniform fading memory space if and only if axiom (D) holds, 
the function ( )⋅K  is then bounded and ( ) .0lim =∞→ tMt  
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Example 2.16 (The phase space ( ))XLC p
r ,ρ× . Let ,0≥r  ∞<≤ p1  

and let ( ] Rr →−∞−ρ ,:  be a nonnegative measurable function which 

satisfies the conditions .)](-)(,16[ 65 gg  Basically, this means that ρ is 

locally integrable and there exists a nonnegative locally bounded function        
γ on ( ]0,∞−  such that ( ) ( ) ( )θρξγ≤θ+ξρ  for all 0≤ξ  with ∈θ  

( ) ,, ξ−∞− Nr  where ( )rN −∞−⊂ξ ,  is a subset whose Lebesgue measure 

is zero. The space ( )XLCB p
r ,ρ×=  consists of all classes of functions 

( ] X→∞−ϕ 0,:  such that ϕ is continuous on [ ],0,r−  Lebesgue-

measurable, and pϕρ  is Lebesgue integrable on ( )., r−∞−  The seminorm 

in ( )XLC p
r ,ρ×  is defined as follows: 

( ){ } ( ) ( ) .0:sup
1 pr p

B dr 





 θθϕθρ+≤θ≤−θϕ=ϕ ∫

−

∞−
 

The space ( )XLCB p
r ,ρ×=  satisfies axioms (A), (B) and (C). Moreover, 

when 0=r  and ,2=p  one can then take ,1=H  ( ) ( ) 21ttM −γ=  and 

( ) ( )
210

1 




 θθρ+= ∫−t

dtK  for 0≥t  (see [16, Theorem 1.3.8] for details). 

It is worth mentioning that if the conditions .)](-)(,16[ 75 gg  hold, then 

B is a uniform fading memory. 

3. Existence of Almost Automorphic Solutions 

This section is devoted to the search of an almost automorphic solution 
to the neutral functional integrodifferential equation (2). 

Definition 3.1. A continuous function [ ) Xau →+σσ,:  for 0>a     

is said to be a mild solution to the neutral functional integrodifferential 
equation (2) on [ )a+σσ,  whenever the function 

( ) ( )( ) 





 γγγ→ ∫

s
s duhusfsATs

0
,,,  
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is integrable [ )t,σ  for every ,at +σ<<σ  and 

( ) ( ) ( ) ( )( ) ( )( ) 





−ϕσ+ϕσ−= ∫

t
t dssushutfftTtu

0
,,,,0  

( ) ( )( )∫ ∫σ






 γγγ−−

t s
s dsduhusfstAT

0
,,,  

( ) ( )( ) [ ).,,,,,
0∫ ∫σ

+σσ∈





 γγγ−+

t s
s atdsduhusgstT  

Let 1>p  and 1≥q  be such that .111 =+ qp  From now on, let 

( )YY ⋅,  denote a Banach space continuously embedded into X and we 

make the following assumptions: 

( )1H  The function ( )stATs −→  defined from ( )t,∞−  into ( )XYL ,  

is strongly measurable and there exist a non-increasing function [ )∞,0:H  

[ )∞→ ,0  and  0>γ  with ( ) [ ) [ )∞∞∈→ γ− ,0,01 qs LLsHes ∩  such that 

( ) ( ) ( ) 0,, >≤ γ− ssHesAT s
XYL  

and ( )tT  is asymptotically stable. 

( )2H  The function ( ),,, XXXRASgf p ××∈  f is Y-valued, ×Rf :  

YXX →×  is continuous and there is a constant ( )1,0∈fL  and a 

continuous function ( )∞→ ,0: RLg  satisfying ( ) ∞<= ∈ tLL gRtg sup  and 

such that 

( ) ( ) [ ],,,,, 21212211 yyxxLyxtfyxtf fY −+−≤−  

( ) ( ) ( )[ ] RtyyxxtLyxtgyxtg gY ∈−+−≤− ,,,,, 21212211  

for each .2,1,, =∈ iXyx ii  
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( )3H  The function XXRh →×:  is an almost automorphic function 

in t uniformly in Xx ∈  and satisfies 

( ) ( ) ,,, yxLythxth h −≤−  for each ., Xyx ∈  

Remark 3.2. Note that the assumption on f and ( )1H  are linked to the 

integrability of the function ( ) ( )susfstSTs ,−→  over [ ).,0 t  Observe, for 

instance, that except trivial cases, the operator function ( )sATs →  is not 

integrable over [ ].,0 a  If we assume that ( ) [ ]( ),,01 tLAT ∈⋅  then from the 

relation 

( ) ( ) ( ) ,
0 0∫ ∫==−
t t

dssATdssTAxxtT  

it follows that the semigroup is uniformly continuous and as a consequence 
that A is a bounded linear operator on X, which is not interesting, especially 
for applications. On the other hand, if we assume that ( )1H  is valid, then 

from the Bochner’s criterion for integrable functions and the estimate 

( ) ( )( ) 





 γγγ− ∫

s
s duhusfstAT

0
,,,  

( ) ( ) ( )( ) ,,,,
0 Y

s
s

st duhusfesH 





 γγγ≤ ∫−γ−  

it follows that the function ( ) ( )( ) 




 γγγ−→ ∫

s
s duhusfstATs

0
,,,  is 

integrable over ( )t,∞−  for each .0>t  

Lemma 3.3 [5]. Let ( ) ( ).XASXAAu p
u ⊂=  Then the function tut →  

belongs to ( ) ( ).BASBAA p
u ⊂  

Proof. For a given sequence ( ) Nnns ∈′  of real numbers, fix a subsequence 

( ) Nnns ∈  of ( ) Nnns ∈′  and a function ( )XRBCv ,∈  such that ( )nssu +  
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( )sv→  uniformly on compact subsets of R. Since B satisfies axiom ,2C  

from [17, Proposition 7.1.1], we infer that sss vu n →+  in B for each .Rs ∈  

Let R⊂Ω  be an arbitrary compact and let 0>L  such that [ ]., LL−⊂Ω  

For ,0>ε  fix NN L ∈ε,  such that 

( ) ( ) [ ]LLssvssu n ,, −∈ε≤−+  

ε≤− −+− LsL vu n  

whenever ., LNn ε≥  

In view of the above, for Ω∈t  and ,, LNn ε≥  we get 

( ) BLsLBtst vutLMvu nn −++ −+≤−  

( )
[ ]

( ) ( )θ−+θ++
−∈θ

vsutLK n
LL,

sup  

,2 ε′≤ Q  

where Q′  is the constant appearing in Remark 2.14. 

In view of the above, nstu +  converges to tv  uniformly on Ω. Similarly, 

one can prove that nstv −  converges to tu  uniformly on Ω. Thus, the function 

sus →  belongs to ( ).BAAc  

Lemma 3.4. Under assumption ( ),1H  define the function φ, for 

( ),YASu p∈  by 

( ) ( ) ( )∫ ∞−
−=φ

t
dssustATt  

for each Rt ∈  and suppose 

( )∑ ∫
∞

= −
γ−γ ∞<



=

1

1

1
, .

n

qn

n
qrqH

q drrHeh  

Then ( ).XAA∈φ  
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Remark 3.5. Note that there are several functions H for which the 

assumption ∞<γ H
qh ,  appearing in Lemma 3.4. is achieved. For instance 

when ( ) sesH β−=0  for all ,0>β  then .0, ∞<γ H
qh  

Proof of Lemma 3.4. Define for all ...,,3,2,1=n  the sequence of 

integral operators 

( ) ( ) ( )∫ −
−=φ

n

nn dsstusATt
1

,  for each .Rt ∈  

Now, let ., dsdrstr −=−=  

To find the limits of r: when ,1−= ns  ,1+−= ntr  and ,ns =  
.ntr −=  

It follows that 

( ) ( ) ( )∫ −
−=φ

n

nn dsstusATt
1

 

( ) ( ) ( )∫
−

+−
−−=

nt

nt
drrurtAT

1
 

( ) ( )∫
−

+−
−−=

nt

nt
drrurtAT

1
 

( ) ( )∫
+−

−
−=

1
,

nt

nt
drrurtAT  for all .Rt ∈  

From the Bochner’s criterion on integrable functions and the estimate 

( ) ( ) ( ) ( ) ( ) YXYL rurtATrurtAT ⋅−≤− ,  

( ) ( ) ( ) ,Y
rt rurtHe −≤ −γ−  (6) 

it follows that the function ( ) ( )rurtATs −→  is integrable over ( )t,∞−  

for each ,Rt ∈  by assumption ( ).1H  
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Using Holder’s inequality, it follows that 

( ) ( ) ( )∫
+−

−
−=φ

1nt

ntn drrurtATt  

( ) ( )∫
+−

−
−≤

1nt

nt
drrurtAT  

( ) ( ) ( )∫
+−

−
−≤

1
,

nt

nt YXYL drrurtAT  

( ) ( ) ( )
qnt

nt
p
Y

qnt

nt
qrtq drrudrrtHe

1111






⋅






 −≤ ∫∫

+−

−

+−

−
−γ−  

( ) ( ) pS

qnt

nt
qrtq udrrtHe

11






 −≤ ∫

+−

−
−γ−  

( ) ( ) .
1

1
pS

qn

n
qsq udrrHe 






≤ ∫ −

γ−  

Using the assumption ( ) ( )∑ ∫∞
= −

γ−γ ∞<




= 1

1

1
, ,n

qn
n

qrqH
q drrHeh  we then 

deduce from the well-known Weierstrass theorem that series ( )∑∞
= φ0n n t  is 

uniformly convergent on R. Furthermore, 

( ) ( ) ( )∑
+

∞
∈φφ=φ

1
,,

n

n YRCtt  and 

( ) ( )∑
∞

=
φ=φ

1n
n tt  

( )∑
∞

=
φ≤

1n
n t  
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( )∑ ∫
∞

= −
γ− 






≤

1

1

1n
S

qn

n
qsq pudssHe  

,, pS
H

q uhγ≤  for each .Rt ∈  

The next step consists of showing that ( ) ( ).XAAtn ∈φ  Indeed, let ( ) Nmms ∈  

be a sequence of real numbers. Since ( ),YASu p∈  there exist a subsequence 

( ) Nkmks ∈  of ( ) Nmms ∈  and a function ( )YASv p∈  such that 

( ) ( ) 0
11

→



 σσ−σ+∫

+ pt

t
p
Ym dvsu k  as .∞→k  

Define 

( ) ( ) ( ) .
1∫ −

ξξ−ξ=ψ
n

nn dtvATt  

Here we use 

( ) ( ) ( )∫ −
−=φ

n

nn dsstusATt
1

 and 

( ) ( ) ( ) ,
1∫ −

ξξ−+ξ=+φ
n

n mmn dstuATst kk  

( ) ( ) ( ) .
1∫ −

ξξ−ξ=ψ
n

nn dtvATt  

Here kmstt +=  and .ξ=s  

Then using the Holder’s inequality, we get 

( ) ( )tst nmn k ψ−+φ  

( ) ( ) ( ) ( )∫ ∫− −
ξξ−ξ−ξξ−+ξ=

n

n

n

nm dtvATdstuAT k1 1
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( ) ( ) ( )∫ −
ξξ−−ξ−+ξ≤

n

n m dtvstuAT k1
 

( ) ( ) ( )∫ −
γξ− ξξ−−ξ−+ξ≤

n

n Ym dtvstuHe k1
 

( ) ( ) ( )
pn

n
p
Ym

qn

n
qq dtvstudHe k

1

1

1

1






 ξξ−−ξ−+






 ξξ≤ ∫∫ −−

γξ−  

( ) ( ) ,
1

1
,

pn

n
p
Ym

H
q dtvstug k 



 ξξ−−ξ−+≤ ∫ −

γ  

where ( ) ,sup
1

1
, ∞<



= ∫ −

γ−γ
qn

n
qsq

n
H

q dssHeg  as ., ∞<γ H
qh  Obviously, 

( ) ( ) 0→ψ−+φ tst nmn k  as .∞→k  

Similarly, we can prove 

( ) ( )tst nmn k φ−+ψ  

( ) ( ) ( ) ( )∫ ∫− −
ξξ−ξ−ξξ−+ξ=

n

n

n

nm dtuATdstvAT k1 1
 

( ) ( ) ( )∫ −
ξξ−−ξ−+ξ≤

n

n m dtustvAT k1
 

( ) ( ) ( )∫ −
γξ− ξξ−−ξ−+ξ≤

n

n Ym dtustvHe k1
 

( ) ( ) ( )
pn

n
p
Ym

qn

n
qq dtustvdHe k

1

1

1

1






 ξξ−−ξ−+






 ξξ≤ ∫∫ −−

γξ−  

( ) ( ) .
1

1
,

pn

n
p
Ym

H
q dtustvg k 



 ξξ−−ξ−+≤ ∫ −

γ  
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Obviously, 

( ) ( ) 0→φ−+ψ tst nmn k  as .∞→k  

Therefore, each ( ) ( )XAAtn ∈φ  for each n and hence their uniform limit 

( ),XAA∈φ  by using [19, Theorem 2.1.10]. 

Lemma 3.6. If ( )XASu p∈  and if Ξ is the function defined by 

( ) ( ) ( )∫ ∞−
−=Ξ

t
dssustTt  

for each ,Rt ∈  then ( ).XAA∈Ξ  

Proof. Define the sequence of operators 

( ) ( ) ( )∫ −
−=Ξ

n

nn dsstusTt
1

 for each .Rt ∈  

Let ,str −=  dsdr −=  when ,1−= ns  1+−= ntr  and ,ns =  ,ntr −=  

( ) ( ) ( ) ( )∫
−

+−
−−=Ξ

nt

ntn drrurtTt
1

 

( ) ( )∫
+−

−
−=

1nt

nt
drrurtT  for each .Rt ∈  

From the asymptotic stability of ( ),tT  it follows that the function →s  

( ) ( )rurtT −  is integrable over ( )t,∞−  for each .Rt ∈  Furthermore, using 

the Holder’s inequality, it follows that 

( ) ( ) ( )∫
+−

−
−=Ξ

1nt

ntn drrurtTt  

( ) ( )∫
+−

−
−δ−≤

1nt

nt
rt drrueM  
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( ) pS

qnt

nt
rtq udreM

11






≤ ∫

+−

−
−δ−  

pS

qn

n
sq udseM

1

1






≤ ∫ −

δ−  

pS

qn

n

sq
uq

eM

1

1



















δ−

≤
−

δ−
 

( )
pS

qnqnq
uq

e
q

eM
11








δ

+
δ−

≤
−δ−δ−

 

.1
pS

q
q

n uq
eMe

δ
−≤

δ
δ−  

Now since ∑∞
=

δ−
δ

∞<
δ
−

1 ,1
n

nq
q

eq
eM  we deduce from the well-known 

Weierstrass theorem that the series ( )∑∞
= Ξ1n n t  is uniformly convergent on 

R. Furthermore, 

( ) ( ) ( )∑
∞

=

∈ΞΞ=Ξ
1

,,,
n

n YRCtt  and 

( ) ( )∑
∞

=
Ξ≤Ξ

1n
n tt  

,, pS
M

q ukδ≤  

where ∑∞
=

δ−
δ

δ >
δ
−= 1

, 01
n

nq
q

M
q eq

eMk  is a constant, which depends on 

the parameters q, δ and M only. 



Gayathiri B. and R. Murugesu 36 

The next step consists of showing that ( ) ( ).XAAtn ∈Ξ  Indeed, let 

( ) Nmms ∈  be a sequence of real numbers. Since ( ),XASu p∈  there exists a 

subsequence ( ) Nkmks ∈  of ( ) NmMs ∈  and a function ( )XASv p∈  such that 

( ) ( ) 0
11

→



 σσ−σ+∫

+ pt

t
p

m dvsu k  as .∞→k  

Define 

( ) ( ) ( ) .
1∫ −

ξξ−ξ=Ω
n

nn dtvTt  

Then using the Holder’s inequality, we get 

( ) ( ) ( )[ ( ) ( )]∫ −
ξξ−−ξ−+ξ=Ω−+Ξ

n

n mnmn dtvstuTtst kk 1
 

( ) ( )∫ −
δξ− ξξ−−ξ−+≤

n

n m dtvstueM k1
 

( ) ( ) ,
1

1
,

pn

n
p

m
M

q dtvstuM k 



 ξξ−−ξ−+≤ ∫ −

δ  

where .1, q
q

M
q q

eMm
δ
−=

δ
δ  Obviously, 

( ) ( ) 0→Ω−+Ξ tst nmn k  as .∞→k  

Similarly, we can prove that 

( ) ( ) 0→Ξ−+Ω tst nmn k  as .∞→k  

Therefore, each ( )XAAn ∈Ξ  for each n and hence their uniform limit 

( ) ( ),XAAt ∈Ξ  by using [19, Theorem 2.1.10]. 

Definition 3.7. A function ( )XAAu ∈  is a mild solution to the neutral 

system (2) provided that the function ( ) ( )( ) 




−→ ∫

t
s dssushusfstATs

0
,,,  
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is integrable on ( )t,∞−  for each Rt∈  and 

( ) ( )( ) 





−= ∫

s
t dttuthutftu

0
,,,  

( ) ( )( )∫ ∫∞−






−−

t t
s dsdssushusfstAT

0
,,,  

( ) ( )( )∫ ∫∞−






−+

t t
s dsdssushusgstT

0
,,,  

for each .Rt ∈  

Theorem 3.8. Under previous assumptions and if ( ) ( )31 - HH  hold, then 

there exists a unique almost automorphic solution to (2) whenever 

( ) ( ) ( ) ( )



+−++= ∫ ∞−

−γ−

∈

t
h

st

Rt
fhf dsHLstHeLHLLC 1sup1  

( ) ( ) ( ) 11sup <



++ ∫ ∞−

−δ−

∈
QdsHLsLeM

t
hg

st

Rt
 

whenever Q is the constant appearing in Remark 2.14. 

Proof. In ( ),XAS p  define the operator ( ) ( )XRCXAS p ,: →Γ  by 

setting 

( ) ( )( ) 





−=Γ ∫

s
t dttuthutftu

0
,,,  

( ) ( )( )∫ ∫∞−






−−

t t
s dsdssushusfstAT

0
,,,  

( ) ( )( )∫ ∫∞−






−+

t t
s dsdssushusgstT ,,,,

0
 for each Rt ∈  

since Γu is well-defined and continuous. Moreover, from Lemmas 3.3, 3.4 

and 3.6, we infer that Γ maps ( )XAS p  into ( ).XAA  In particular, Γ maps 

( ) ( )XASXAA p⊂  into ( ).XAA  Next we prove that Γ is a strict contraction 
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on ( ).XAA  Indeed, if Q is the constant appearing in Remark 2.14 for 

( ),, XAAvu ∈  then we get 

( ) ( )tvtu Γ−Γ  

( )( ) ( ) ( )( )∫ ∫∫ ∞−






−−






−=

t t
s

s
t dsdssushusfstATdttuthutf

00
,,,,,,  

( ) ( )( ) ( )( )∫ ∫∫∞−






+






−+

t s
t

t
s dttvthvtfdsdssushusgstT

00
,,,,,,  

( ) ( )( )∫ ∫∞−






−+

t t
s dsdssvshvsfstAT

0
,,,  

( ) ( )( )∫ ∫∞−






−−

t t
s dsdssvshvsgstT

0
,,,  

( )( ) ( )( ) 





−






≤ ∫∫

s
t

s
t dttuthutfdttvthvtf

00
,,,,,,  

( ) ( )( )∫ ∫∞−






−+

t t
s dsdssvshvsfstAT

0
,,,  

( )( ) dsdssushusf
t

s 





− ∫0

,,,  

( ) ( )( ) ( )( )∫ ∫∫∞−






−






−+

t t
s

t
s dsdssvshvsgdsdssushusgstT

00
,,,,,,  

( ) ( )[ ]tutvLuvL httf −+−≤  

( ) ( ) ( ) ( )[ ]∫ ∞−
−γ− −+−−+

t
hssf

st dssusvLuvLstHe  

( ) ( ) ( ) ( )[ ]∫ ∞−
−δ− −+−+

t
hssg

st dssvsuLvusLMe  

BtthfBttf vuHLLvuL −+−≤  
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( ) ( ) [ ]∫ ∞−
−γ− −+−−+

t
BsshfBssf

st dsvuHLLvuLstHe  

( ) ( ) [ ]∫ ∞−
−δ− −+−+

t
BsshBssg

st dsvuHLvusLeM  

( ) ( )[ ] ∞∞−
−γ−

∈
−








+−++≤ ∫ vuQdsHLstHeHLL

t
h

st

Rt
hf 1sup1  

( ) ( ) [ ] ∞∞−
−δ−

∈
−








++ ∫ vuQdsHLsLeM

t
hg

st

Rt
1sup  

.∞−≤ vuC  

The assertion is now a consequence of the classical Banach fixed-point 
principle. 

4. Example 

In this section, we provide with an example to illustrate our main result. 
We study the existence of almost automorphic solutions to a nonautonomous 
integrodifferential equation which was considered in Diagana et al. [9] in the 
pseudo almost periodic case. Consider 

( ) ( ) ( ) 



 ηηϕη−+ϕ

∂
∂ ∫ ∫∞−

πt
dsdsxstbxtt 0

,,,,  

 ( ) ( ) ( ) ( ) ( )∫ ∞−
+ϕ−+ϕ+ϕ

∂
∂=

t
xtadsxsstaxtVxt

x
,,,,, 212

2
 (7) 

( ) ( ) ,0,0, =πϕ=ϕ tt  (8) 

for Rt ∈  and [ ].,0 π=∈ Ix  

It is worth mentioning that systems of the type (7)-(8) arise in control 
systems described by abstract retarded functional differential equations with 
feedback control governed by proportional integrodifferential law [12]. 
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The existence and qualitative properties of the solutions to (7)-(8)          
was recently described in [12, 13] for the existence and regularity of mild 
solutions, [12] for the existence of periodic solutions, [14] for the existence 
of almost periodic and asymptotically almost periodic solutions, [9] for 
pseudo almost periodic solutions, and [5] for the existence of almost 
automorphic solutions. For similar works, we refer the reader to Hernandez 
[13] and Diagana and N’Guerekata [7, 8]. 

To establish the existence of almost automorphic solutions to equations 
(7)-(8), we need to introduce the required technical tools. 

Let [ ]π= ,02LX  and ( )XLCB ,2
0 ρ×=  (see Example 2.16). Define 

the linear operator by 

( ) { [ ] [ ] ( ) ( ) },00,,0:,0 22 =πϕ=ϕπ∈ϕ′′π∈ϕ= LLAD  

ϕ+ϕ′′=ϕ VA  for all ( ),AD∈ϕ  

where V is a constant satisfying .1<V  

The operator A is the infinitesimal generator of an analytic semigroup 

( )( ) 0≥ttT  on [ ]π,02L  satisfying 

( ) ( ) sVesT −−≤ 1  for every .0≥s  

For the rest of the paper, we assume that the following conditions hold: 

 (i) The functions ( ),⋅b  ,i

i

ζ∂
∂  ( )ζητ ,,b  for ,2,1=i  are Lebesgue 

measurable, ( ) ,0,, =πητb  ( ) 00,, =ητb  for every ( ),, ητ  and 

( ) .2,1,0;,,max
0

0

0

2

∞<












=ζτη







ζητ

ζ∂
∂= ∫ ∫ ∫

π

∞−

π
idddbL i

i
f  

(ii) The functions ,, 21 aa  b are continuous, pS -almost automorphic and 

( )
( ) .

210 2
1 ∞<








θ

θρ
θ−= ∫ ∞−

daLg  
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Additionally, we define the operators [ ]π→ ,0:, 2LBgf  by setting 

 ( ) ( ) ( ) ( )∫ ∫∞−
π

ηηψη=ψ
0

0
,,,,, dsdsxsbxtf  (9) 

 ( ) ( ) ( ) ( ) ( )∫ ∞−
+ψ=ψ

0
21 ,,,, xtadsxssaxtg  (10) 

which enable us to transform the system (7)-(8) into an equation of the      
form (2). Obviously, f, g are continuous. Moreover, using a straightforward 
estimation, which can be obtained with the help of both (i) and (ii), it is then 
easy to see that f has values in ( ( ) ),, 1⋅= ADY  where the norm 1⋅  is 

defined by: ϕ=ϕ A1  for each ( ).AD∈ϕ  Furthermore, f is a Y-valued 

bounded linear operator with ( ) ., fYBL Lf ≤  Note also that g is Lipschitz 

with respect to the second variable ψ whose Lipschitz constant is .gL  

The next result is a direct consequence of Theorem 3.8. 

Theorem 4.1. Under the previous assumptions, the system (7)-(8) has a 
unique almost automorphic solution whenever 

.11
11 <



 +







−
+ gf LVLQ  
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