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Abstract 

The problem of estimating the mean function of a compound cyclic 
Poisson process is considered. An estimator of this mean function is 
constructed and investigated. We do not assume any parametric form 
for the intensity function except that it is periodic. Moreover, we 
consider the case when only a single realization of the Poisson process 
is observed in a bounded interval. Asymptotic bias and variance of the 
proposed estimator are computed, when the size of the interval 
indefinitely expands. 

1. Introduction 

We consider a non-homogeneous Poisson process N on [ )∞,0  with 

(unknown) locally integrable intensity function λ. The intensity function λ is 
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assumed to be periodic with (known) period .0>τ  We do not assume any 
(parametric) form of λ except that it is periodic, that is, the equality 

 ( ) ( )sks λ=τ+λ  (1.1) 

holds for all [ )∞∈ ,0s  and all ,Z∈k  with Z denotes the set of integers. 

This condition of intensity function is also considered in [2] and [3]. 

Let ( ){ }0, ≥ttY  be a process with 

 ( )
( )

∑
=

=
tN

i
iXtY

1
,  (1.2) 

where { }1, ≥iX i  is a sequence of independent and identically distributed 

random variables with mean μ and variance ,2σ  which is also independent 

of the process ( ){ }.0, ≥ttN  The process ( ){ }0, ≥ttY  is called a compound 

cyclic Poisson process. The model presented in (1.2) is a generalization of 
the (well known) compound Poisson process, which assume that 

( ){ }0, ≥ttN  is a homogeneous Poisson process. We refer to [1], [4], [5] and 

[6] for some applications of compound Poisson process. 

Suppose that, for some ,Ω∈ω  a single realization ( )ωN  of the cyclic 

Poisson process ( ){ }0, ≥ttN  defined on a probability space ( )P,, FΩ  

with intensity function λ is observed, though only within a bounded interval 
[ ].,0 n  Furthermore, suppose that for each data point in the observed 

realization ( ) [ ],,0 nN ∩ω  say i-th data point, [ ]( ),,0...,,2,1 nNi =  its 

corresponding random variable iX  is also observed. 

The mean function (expected value) of ( ),tY  denoted by ( ),tψ  is given 

by 

( ) ( )[ ] [ ] ( )μΛ==ψ tXtNt 1EE  

with ( ) ( )∫ λ=Λ
t

dsst
0

.  Let ,τ⎥⎦
⎥

⎢⎣
⎢
τ

−= tttr  where for any real number x, ⎣ ⎦x  
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denotes the largest integer less than or equal to x, and let also ., ⎥⎦
⎥

⎢⎣
⎢
τ

=τ
tkt  

Then, for any given real number ,0≥t  we can write ,, rt tkt +τ= τ  with 

.0 τ<≤ rt  Let ( )∫
τ
λ

τ
=θ

0
,1 dss  that is the global intensity of the cyclic 

Poisson process ( ){ }.0, ≥ttN  We assume that 

 .0>θ  (1.3) 

Then, for any given ,0≥t  we have 

( ) ( ),, rt tkt Λ+τθ=Λ τ  

which implies 

( ) ( ( )) ., μΛ+τθ=ψ τ rt tkt  

In [7], an estimator for the mean function ( )tψ  of the process 

( ){ }0, ≥ttY  using the observed realization was constructed and this 

estimator has been proved to be weakly and strongly consistent. Our goal in 
this paper is to compute asymptotic bias and variance of a (slightly) modified 
estimator for the mean function ( )tψ  of the process ( ){ }.0, ≥ttY  

The rest of this paper is organized as follows. The estimator and main 
results are presented in Section 2, in Section 3 we present two technical 
lemmas, which are needed in the proofs of our theorems, and proofs of the 
main results are given in Section 4. 

2. The Estimator and Results 

Let ., ⎥⎦
⎥

⎢⎣
⎢
τ

=τ
nkn  An estimator of the mean function ( )tψ  using the 

available data set at hand is given by 

 ( ) ( ( )) ,ˆˆˆˆ , nrnntn tkt μΛ+θτ=ψ τ  (2.1) 
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where 

[ ]( )∑
−

=τ

τ

τ+ττ
τ

=θ
1

0,

,

,,1ˆ
nk

kn
n kkNk  

( ) [ ]( )∑
−

=τ

τ

+ττ=Λ
1

0,

,

,1ˆ
nk

k
r

n
rn tkkNkt  

and 

[ ]( )

[ ]( )

∑
=

=μ
nN

i
in XnN

,0

1
,,0

1ˆ  

with the understanding that 0ˆ =μn  when [ ]( ) .0,0 =nN  Thus, ( ) 0ˆ =ψ tn  

when [ ]( ) .0,0 =nN  Note that, since in this paper we want to have more 

precise results compared to the ones in [7], our estimators nθ̂  and ( )rn tΛ̂  of 

respectively θ and ( )rtΛ  in this paper have to be slightly modified from the 

ones in [7]. 

Our main results are presented in the following two theorems. The first 
theorem is about asymptotic approximation to the bias of ( )tnψ̂  and the 

second theorem is about asymptotic approximation to the variance of ( ).ˆ tnψ  

Theorem 1 (Asymptotic approximation to the bias). Suppose that the 
intensity function λ satisfies (1.1) and is locally integrable. If, in addition, 
( )tY  satisfies condition (1.2), then 

 ( ) ( ) ( ) ( )n
nn eo

e
ttt −
θ

+ψ−ψ=ψ̂E  (2.2) 

as .∞→n  

Theorem 2 (Asymptotic approximation to the variance). Suppose that 
the intensity function λ satisfies (1.1) and is locally integrable. If, in addition, 
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( )tY  satisfies condition (1.2), then 

( ( )) ( ( ) ( ))ττ +Λ+θττμ=ψ ,
2
,

2
21ˆ trtn ktkntVar  

( ( )) ⎟
⎠
⎞

⎜
⎝
⎛+Λ+θτ

θ
σ+ τ 2

2
,

2 1
n

tkn rt O  (2.3) 

as .∞→n  

We note that, since the bias of ( )tnψ̂  is of smaller order than ( ),2−nO  

then the asymptotic approximation to the MSE (mean-squared-error) of 
( )tnψ̂  is also given by the r.h.s. of (2.3). Hence, the rate of decrease of 

( ( ))tMSE nψ̂  is of order ( )1−nO  as .∞→n  

3. Some Technical Lemmas 

In this section, we present two lemmas which are needed in the proofs of 
our theorems. 

Lemma 1. Suppose that the intensity function λ satisfies (1.1) and is 
locally integrable, then 

( ) θ=θn
ˆE  and ( ) .ˆ

, τ
θ=θ
τn

n kVar  

Hence, nθ̂  is unbiased estimator of θ and ( )nVar θ̂  is of order ( )1−nO  as 
.∞→n  

Proof. The expected value of nθ̂  can be computed as follows: 

( ) ( )
( )

∑ ∫
−

=

τ+

ττ

τ

λ
τ

=θ
1

0

1

,

,1ˆ
nk

k

k

kn
n dsskE  

 ( )∑ ∫
−

=

τ

τ

τ

θ=λ
τ

=
1

0 0,

,

.11 nk

kn
dssk  
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The variance of nθ̂  can be computed as follows: 

 ( ) [ ]( )( )∑
−

=τ

τ

τ+ττ
τ

=θ
1

0
22

,

,

,1ˆ
nk

kn
n kkNVar

k
Var  

[ ]( )( )∑
−

=τ

τ

τ+ττ
τ

=
1

0
22

,

,

,1 nk

kn
kkN

k
E  

( )
( )

∑ ∫
−

=

τ+

ττ

τ

λ
τ

=
1

0

1

22
,

,
1

nk

k

k

kn
dss

k
 

.
, τ
θ=
τnk  

This completes the proof of Lemma 1. 

Lemma 2. Suppose that the intensity function λ satisfies (1.1) and is 
locally integrable, then 

( ) ( )rrn tt Λ=Λ̂E  and ( ( )) ( ) .ˆ
, τ

Λ
=Λ

n
r

rn k
ttVar  

Hence, ( )rn tΛ̂  is unbiased estimator of ( )rtΛ  and ( ( ))rn tVar Λ̂  is of order 

( )1−nO  as .∞→n  

Proof. The expected value of ( )rn tΛ̂  can be computed as follows: 

 ( ( )) ( )∑ ∫
−

=

+τ

ττ

τ

λ=Λ
1

0

,1ˆ
n

r
k

k

tk

kn
rn dssktE  

( )∑ ∫
−

=τ

τ

λ=
1

0
0,

,1 n
r

k

k

t

n
dss

k
 

( ).rtΛ=  
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The variance of ( )rn tΛ̂  can be computed as follows: 

 ( ( )) [ ]( )( )∑
−

=τ

τ

+ττ=Λ
1

0
2
,

,

,1ˆ
nk

k
r

n
rn tkkNVar

k
tVar  

[ ]( )( )∑
−

=τ

τ

+ττ=
1

0
2
,

,

,1 nk

k
r

n
tkkN

k
E  

( )∑ ∫
−

=

+τ

ττ

τ

λ=
1

0
2
,

,
1

n
r

k

k

tk

kn
dss

k
 

( ) .
, τ

Λ
=

n
r

k
t  

This completes the proof of Lemma 2. 

4. Proofs of Theorems 1 and 2 

Proof of Theorem 1. The expected value of ( )tnψ̂  can be computed as 

follows: 

 ( ( )) ( ( ( ) [ ]( )))nNtt nn ,0ˆˆ |ψ=ψ EEE  

( ( ) [ ]( ) ) [ ]( )( )∑
∞

=
==|ψ=

0
,0,0ˆ

m
n mnNmnNt PE  

( ( )) [ ]( )( )∑ ∑
∞

= =
τ =

⎟
⎟
⎠

⎞

⎜
⎜
⎝

⎛
Λ+θτ=

1 1
, ,01ˆˆ

m

m

i
irnnt mnNXmtk PEEE  

( ( )) [ ]( )( )∑
∞

=
τ =μΛ+τθ=

1
, ,0

m
rt mnNtk P  

( ( )) [ ]( )( )∑
∞

=
τ =μΛ+τθ=

1
, ,0

m
rt mnNtk P  
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( ) [ ]( )( )( )0,01 =−ψ= nNt P  

( ) ( ( ) ).1 net Λ−−ψ=  (4.1) 

A simple calculation shows that 

 ( ) ( ) ( )∫ +θ=λ=Λ
n

ndssn
0

1O  (4.2) 

as .∞→n  Substituting the r.h.s. of (4.2) into the r.h.s. of (4.1), we then 
obtain the r.h.s. of (2.2). This completes the proof of Theorem 1. 

Proof of Theorem 2. To prove Theorem 2, first we compute ( ( ))tn
2ψ̂E  

as follows: 

 ( ( )) ( ( ( ) [ ]( )))nNtt nn ,0ˆˆ 22 |ψ=ψ EEE  

( ( ) [ ]( ) ) [ ]( )( )∑
∞

=
==|ψ=

0

2 ,0,0ˆ
m

n mnNmnNt PE  

( ( )) [ ]( )( )∑ ∑
∞

= =
τ =

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
Λ+θτ=

1

2

1

2
, .,01ˆˆ

m

m

i
irnnt mnNXmtk PEE  (4.3) 

Since { }1, ≥iXi  is a sequence of independent and identically distributed 

random variables with mean μ and variance ,2σ  a simple calculation shows 
that 

 .1 2
2

2

1
mXm

m

i
i

σ+μ=
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
∑
=

E  (4.4) 

The other expectation on the r.h.s. of (4.3) can be computed as follows: 

( ( )) ( ) ( ( )) ( ( )).ˆˆ2ˆˆˆˆ
,

2222
,

2
, rnntrnntrnnt tktktk Λθτ+Λ+θτ=Λ+θτ τττ EEEE  

 (4.5) 
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Now note that, by Lemma 1 we have 

 ( ) ,ˆ
,

22
τ

θ+θ=θ
τn

n kE  (4.6) 

and by Lemma 2 we see that 

 ( ( )) ( ) ( ) .ˆ
,

22

τ

Λ
+Λ=Λ

n
r

rrn k
tttE  (4.7) 

To compute ( ( ))rnn tΛθ ˆˆE  we argue as follows. Let 

( ) [ ]( )∑
−

=τ

τ

τ+τ+τ=Λ
1

0,

,

.,1ˆ
nk

k
r

n
r

c
n ktkNkt  

Then nθ̂  can be written as 

( ( ) ( )).ˆˆ1ˆ
r

c
nrnn tt Λ+Λ

τ
=θ  

Note also that ( )rn tΛ̂  and ( )r
c
n tΛ̂  are independent. Then, a simple calculation 

shows that 

 ( ( )) ( ) ( ) .ˆˆ
, τ

Λ
+θΛ=Λθ

τn
r

rrnn k
tttE  (4.8) 

Substituting (4.6), (4.7) and (4.8) into the r.h.s. of (4.5), we then have 

( ( ))2, ˆˆ
rnnt tk Λ+θττE  

 ( ( )) ( ( ) ( )).211
,

2
,

,

2
, ττ

τ
τ +Λ+τθ+Λ+τθ= trt

n
rt ktkktk  (4.9) 

Substituting (4.4) and (4.9) into the r.h.s. of (4.3), we then obtain 

( ( )) ( ( )) ( ( ) ( )) 2
,

2
,

,

2
,

2 211ˆ μ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+Λ+τθ+Λ+τθ=ψ ττ

τ
τ trt

n
rtn ktkktktE  

[ ]( )( )∑
∞

=
=⋅

1
,0

m
mnNP  
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( ( )) ( ( ) ( )) 2
,

2
,

,

2
, 211 σ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+Λ+τθ+Λ+τθ+ ττ

τ
τ trt

n
rt ktkktk  

[ ]( )( )∑
∞

=
=⋅

1
.,01

m
mnNm P  (4.10) 

The first term on the r.h.s. of (4.10) is equal to 

 ( ) ( ( ) ( )) ( )n
trt

n
ektkkt −

ττ
τ

++Λ+τθμ+ψ O,
2
,

,

2
2 21  (4.11) 

as ,∞→n  while its second term can be simplified as 

( ( )) ( ( ) ( )) ⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛+

θ
σ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+Λ+τθ+Λ+τθ ττ

τ
τ 2

2
,

2
,

,

2
,

11211
nnktkktk trt

n
rt O  

( ( )) ⎟
⎠
⎞

⎜
⎝
⎛+Λ+τθ

θ
σ= τ 2

2
,

2 1
n

tkn rt O  (4.12) 

as .∞→n  A simple argument shows that 

 ⎟
⎠
⎞

⎜
⎝
⎛+τ=

τ 2,

11
nnkn

O  (4.13) 

as .∞→n  Substituting (4.11), (4.12) and (4.13) into the r.h.s. of (4.10), then 
we have 

( ( )) ( ) ( ( ) ( ))ττ +Λ+τθτμ+ψ=ψ ,
2
,

2
22 21ˆ trtn ktknttE  

( ( )) ⎟
⎠
⎞

⎜
⎝
⎛+Λ+τθ

θ
σ+ τ 2

2
,

2 1
n

tkn rt O  (4.14) 

as .∞→n  By (4.14) and (2.2) we obtain (2.3). This completes the proof of 
Theorem 2. 
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