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Abstract 

An experiment is used for teaching the fundamental statistical concept 
of power of t-test. From the results of the experiment, a simple 
estimator of power of t-test is obtained. Within the context of an 
introductory statistics course, this teaching material gives the students 
a clear interpretation of this concept. 

1. Introduction 

The last decades have witnessed a progressively increasing use of 
statistical reasoning in all fields of science and even in humanities, see for 
instance, [1-5]. Consequently, it is now essential for students in most 
academic and professional programs to be acquainted with the basic 
principles and techniques of statistical analysis. This alone justifies research 
into teaching statistics which can develop appropriate teaching materials. In 
this article, a simple experiment is used to illustrate the basic ideas of 
hypothesis testing. This experiment has the advantage that the essential 
statistical concept of power of t-test can be clearly understood. We have  
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been used this experiment, with very good results, in introductory statistics 
courses for students in diverse areas of science. 

2. Hypothesis Testing in Clinical Research 

Suppose that an investigator believes that drug D may be effective for 
reducing the blood cholesterol levels of hypercholesterolemic patients. 
He/she wants to run a clinical trial to contrast the following hypotheses: 

PDH μ=μ:0  vs ,: PDaH μ<μ  where Dμ  is the average cholesterol 

level for patients taking the drug and Pμ  is the average cholesterol level for 

patients taking placebo. Figure 1 gives a graphical representation of the 
alternative hypothesis .: PDaH μ<μ  In this situation, the mean cholesterol 

levels for the placebo (P) and drug (D) populations are not the same, that is, 
dlmg260=μP  and dl.mg200=μD  Thus, the drug has a positive average 

effect equals dl.mg60=μ−μ DP  However, in practice, we always deal 

with a sample of the population and not the population itself. We never know 
these population distributions, or the population means ( )DP μμ and  and 

hence, the objective is to estimate the population parameter DP μ−μ  (drug 

cholesterol average reduction) based on our sample results. 

t-test procedure 

The following procedure, known as the t-test procedure, is the 
recommended statistical test for comparing the means of two normal 
distributions with equal variances and equal sample size in both groups, see 
for instance, Wayne [4]: 

If ( ),,22 α−> nttc  then reject the null hypothesis ( ),:0 PDH μ=μ  

and otherwise do not reject the null hypothesis, where 

 ( ) ,eDPc SXXt −=  (1) 

( )α− ,22nt  is the α upper quantile of the t distribution with 22 −n  degrees 

of freedom, and n is the sample size of each of the two samples. 
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{ ( )} 212 2 nsSe =  is an estimate of the standard error of the difference of 

means, 

{( ) ( ) } ( )2211 222 −−+−= nsnsns DP  is an estimate of the variance of 

the means’ difference, 

,PX  DX  are the sample means, ,2
Ps  2

Ds  are the sample variances, and 

α is the significance level of the test. The set of values of ct  that satisfies the 

relation ( ),,22 α−> nttc  is called the critical region and ct  is called the 

test statistic. 

Power of the t-test procedure 

The reliability of statistical tests is measured by calculating the 
probability of two distinct types of error: Type I error = reject the null 
hypothesis when it is true, and type II error = do not reject the null 
hypothesis when it is false. In the terminology of hypothesis testing, and 
using the symbols α and β for the two error probabilities: 

P (Type I error) = α = level of significance; 

P (Type II error) = β = 1 – power. 

Some authors call a type I error an α error and a type II error a β error. 
Notice that power .1 β−=  

Of course, we would like both α and β to be as small as possible. We 
might reduce the size of α by including fewer values in the critical region, 
but then the value of β increases. It is true, in general, that for a fixed sample 
size, α and β vary inversely. In practice, it is common to choose values of       
α and power equal to 0.05 and 0.90, respectively. Once α and power have  
been fixed, it is possible to choose a value of n, the sample size, that will 
guarantee at least this degree of control over these two error probabilities. 

It can be proved that an approximation of the power of the t-test is given 
by the following formula: 

( ) [( ) ( ) ( )],,222,,Power 2121 α−−×σδΦ=δσ ntnn  (2) 
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where Φ is the cumulative distribution function of the standard normal 
random variable, σ is the population standard deviation, ,DP μ−μ=δ  n is 

the sample size of each of the two samples and ( )α− ,22nt  is the α upper 

quantile of the t distribution with 22 −n  degrees of freedom, see for 
instance, Mood et al. [6]. Applying the well known formula for the standard 
deviation, we obtain that the standard deviation of both distributions in 
Figure 1 is equal to dl,mg2.58=σ  and clearly dl.mg60=δ  Using formula 

in (2), with ,05.0=α  power of t-test is calculated for different values of n, δ 
and σ, see Table 1. 

 

Figure 1. Graph 1 shows the distribution of cholesterol level in a population 
of 200 patients with moderate hypercholesterolemia after 4 weeks of taking 
placebo that produces an average cholesterol level of 260mg/dl. Graph 2 
shows the distribution of cholesterol level in a population of 200 patients 
after 4 weeks of taking an effective drug that reduces the average cholesterol 
level to 200mg/dl. 



Teaching Power of the t-test and its Interpretation 209 

Table 1. Power of t-test for different values of n, δ and σ, using formula in 
(2) 

n δ σ Power

8 60 58.2 61.8%

10 60 58.2 71.6%

15 60 58.2 86.9%

The mathematical derivation of the formula for the power of t-test in        
(2) is out of the scope of this paper. However, the experiment described          
in Section 3 provides a clear and simple method for the calculation and 
interpretation of the power of t-test. 

3. The Experiment 

In this paper, we present an experiment for explaining the interpretation 
of the power of the t-test defined above. The interpretation of P=α  (Type I 
error) will not be discussed in this paper. A detailed explanation of the 
interpretation of α can be found in [7]. Thus, in the rest of this paper, we will 
suppose that the true situation is the one represented in Figure 1 in which   
the treatment has a positive effect dl,mg60=μ−μ=δ DP  that is, the 

alternative hypothesis PDaH μ<μ:  is true. However, we will proceed as if 

we do not know the real situation, and we will simulate the realizations of 
several trials obtaining the sample data and will calculate the corresponding 
t-test for every trial, to get an interpretation of the power of the t-test. The 
experiment is divided into four steps. 

Step # 1. Preparing the tools for the generation of the sample data 

The students are asked to do the following activities: Fill urn number one 
(the placebo urn) with 200 marbles. This placebo urn will represent the 
cholesterol values for the 200 hypercholesterolemic patients of Graph 1 in 
Figure 1. Each marble will have written on it a cholesterol value in such a 
way that 16 marbles will have the value 260, other 16 marbles will have the 
value 272, 15 with the value 284, etc. Table 2 shows the list of cholesterol 
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values that should be included in the placebo urn and the corresponding 
frequency of each value. 

Table 2. List of cholesterol values and its frequency that should be included 
in the placebo urn 

Choles 104 116 128 140 152 164 176 188 200 212 224 236 248 260 

Freq 1 1 1 2 3 4 6 8 10 12 13 15 16 16 

Choles 272 284 296 308 320 332 344 356 368 380 392 404 416  Total 

Freq 16 15 13 12 10 8 6 4 3 2 1 1 1  200 

Fill urn number two (the drug urn) with 200 marbles. This drug urn will 
represent the cholesterol values for the 200 hypercholesterolemic patients of 
Graph 2 in Figure 1. Each marble will have written on it a cholesterol value 
in such a way that 16 marbles will have the value 200, other 16 marbles       
will have the value 212, 15 with the value 224, etc. Table 3 shows the         
list of cholesterol values that should be included in the drug urn and the 
corresponding frequency of each value. 

Table 3. List of cholesterol values and its frequency that should be included 
in the drug urn 

Choles 44 56 68 80 92 104 116 128 140 152 164 176 188 200 

Freq 1 1 1 2 3 4 6 8 10 12 13 15 16 16 

Choles 212 224 236 248 260 272 284 296 308 320 332 344 356 Total 

Freq 16 15 13 12 10 8 6 4 3 2 1 1 1 200 

Step # 2. Using placebo and drug urns, extract 3 pairs of random 
samples simulating 3 different clinical trials 

A random sample of the cholesterol distribution for the placebo 
population (Table 2) consists of 8 extractions from the placebo urn. Every 
time a student extracts a marble he/she writes down the obtained number and 
returns it to the urn and mixes it in. Similarly, a random sample from the 
drug population (Table 3) is obtained. These two random samples simulate 
the first clinical trial. The students are asked to repeat this procedure twice to 
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simulate the second and third clinical trials. The results obtained from these 
three simulated clinical trials are presented in Table 4. 

Table 4. Three clinical trials obtained from cholesterol urn and placebo urn 

Clinical Trial # 1 

Placebo 200 224 236 248 248 260 272 308 

Drug D 152 152 164 188 188 188 200 260 

Clinical Trial # 2 

Placebo 236 248 248 260 260 272 272 284 

Drug D 176 176 188 200 212 212 224 236 

Clinical Trial # 3 

Placebo 188 200 248 248 260 260 272 272 

Drug D 200 200 212 224 224 236 248 260 

Step # 3. Calculating the t-test for the 3 pair of samples in Step # 2 and 
also use simulation 

The students are asked to calculate the t-test for each of the 3 pair of 
samples obtained in Step # 2, using the t-test procedure in (1). The values of 

ct  associated with clinical trials numbers 1, 2 and 3 in Table 4 are: 3.75, 5.97 

and 1.32, respectively. Note that the data in clinical trial # 3 is associated 
with a t value of 1.32 which leads us to do not reject the null hypothesis, 
because ( ) ( ) .761.105.0,14,2232.1 ==α−<= tnttc  This is one of the 

key points of the experiment: even that the null hypothesis is false, then it is 
possible that the conclusion of the t-test is to do not reject this null 
hypothesis which is the wrong answer. If all we had were the data shown in 
clinical trial # 3 in Table 4, we would conclude that the observations were 
inconsistent with the hypothesis that the drug had a positive effect and report 
that it does not reduce the cholesterol level, our conclusion about the drug 
would be wrong. Therefore, for a given investigation with power ( ,17.58=σ  

) %,8.618,60 ===δ n  it means that if the treatment has a positive effect 
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dlmg60=μ−μ=δ DP  (that is the alternative hypothesis PDaH μ<μ:  

is true), then 61.8% of the trials will accept the alternative hypothesis and 
declare a significant effect. This is a clear and correct interpretation of the 
power of the t-test. 

At this point, student’s attention is called to the convenience of having 
software that is able to perform the same operations than those calculated in 
Steps # 2 and # 3 more rapidly. Specifically, we want the program to do the 
following: 

1. Do k pair of random samples of size n each from the distributions     
as in Tables 2 and 3 which have means equal dlmg260=μP  and 

dl,mg200=μD  respectively. 

2. Calculate the t-test for each pair of samples generated above, and 
obtain the number of trials for which the t-test rejects the null 
hypothesis ( ),:0 PDH μ=μ  and call this value h. 

3. Calculate the ratio kh  which is the percentage of trials that rejects 

the null hypothesis when this hypothesis is false. 

We have written, in the R environment, the program POWER (see 
Appendix 1) which has these characteristics. Using this program, it is 
possible to generate, in few seconds, a large number of trials, even for large 
sample sizes. 

Step # 4. Estimation of power of t-test 

After we run the program POWER, described in Step # 3 above with 
,500=k  the result obtained was ,337=h  and thus ,674.0=kh  see Table 

5 below. This percentage (67.4%) is an estimator of the power of t-test, that 
is, the percentage of trials that rejected the null hypothesis when it is actually 
false. We explain to the students that if k is the total number of trials and we 
increase the number of trials, then for any fixed value of n: 

=kh  (# of trials that rejects the null hypothesis)/k → power, when .∞→k  
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4. The Data Simulation Program 

In this section, we use the program POWER presented in the appendix 
for different values of n and k. In Table 5, we present several runs of this 
program for different values of n and k, in all cases, the samples are drawn 
from the distributions as in Tables 2 and 3 which have means equal =μP  

dlmg260  and dl,mg200=μD  respectively, and .05.0=α  For each 

combination of n and k, the program gives an estimator of the power of t-test. 

Table 5. Runs of the program POWER, for sampling from the distributions 
as in Tables 2 and 3 which have means equal dlmg260=μP  and =μD  

dl,mg200  respectively, and ,05.0=α  for different sample sizes (n), 

different number of trials (k), using the t-test for the results of each trial, and 
obtaining an estimator of the power of t-test, see Step # 4 above 

n k Power 
t-test 

n k Power  
t-test 

n k Power 
t-test 

8 100 0.610 25 100 0.970 50 100 1 

8 200 0.620 25 200 0.975 50 200 1 

8 300 0.653 25 300 0.973 50 300 1 

8 500 0.674 25 500 0.972 50 500 1 

8 2000 0.633 25 2000 0.981 50 2000 1 

5. Conclusions 

We have proposed an experiment to be used during class for teaching 
didactically the concept of power of t-test. From the results of the 
experiment, a simple estimator of the power of t-test is obtained, and also 
gives the students a clear interpretation of the power of t-test which is: “the 
percentage of trials that rejected the null hypothesis when it is actually false”. 
This material has been used in introductory statistics courses for students in 
diverse areas of knowledge. Feedback obtained from the students revealed 
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that the material is an effective pedagogical tool for the significant 
understanding of this concept. 
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Appendix 1 

Program POWER for calculating an estimator of the power of t-test, for 
given values of α, sample size Pn  (for placebo distribution), sample size Dn  

(for drug distribution), where the samples are drawn from the distributions  
as in Tables 2 and 3 which have means equal dlmg260=μP  and =μD  

dl,mg200  respectively, and doing k trials for testing the null hypothesis 

( )PDH μ=μ:0  against the alternative ( ).: PDaH μ<μ  

# 

# Estimation of power for t test 

# 

# Variables 

# 

# alfa: level of significance 

# n: sample size for placebo and drug population. 

# k: number of experiments to do 

# 

POWER < –function (alfa, n, k) 

{ 

placebo <– 

c(104, 116, 128, rep(140, 2), rep(152, 3), rep(164, 4), 
rep(176, 6), rep(188, 8), rep(200, 10), rep(212, 12), 
rep(224, 13), rep(236, 15), rep(248, 16), rep(260, 16), 
rep(272, 16), rep(284, 15), rep(296, 13), rep(308, 12), 
rep(320, 10), rep(332, 8), rep(344, 6), rep(356, 4), 
rep(368, 3), rep(380, 2), 392, 404, 416) 
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drug <– 

c(44, 56, 68, rep(80, 2), rep(92, 3), rep(104, 4), rep(116, 6), 
rep(128, 8), rep(140, 10), rep(152, 12), rep(164, 13), 
rep(176, 15), rep(188, 16), rep(200, 16), rep(212, 16), 
rep(224, 15), rep(236, 13), rep(248, 12), rep(260, 10), 
rep(272, 8), rep(284, 6), rep(296, 4), rep(308, 3), 
rep(320, 2), 332, 344, 356) 

h <– 0 

t.crit <– –qt(alfa,2*n-2) 

for (i in 1:k) 

{ 

sample.p <– rep(0,n) 

sample.d <– rep(0,n) 

sampleu.p <– floor(runif(n, 1, 200)) 

sampleu.d <- floor(runif(n,1,200)) 

for (m in 1:n) 

{ 

sample.p[m] <– placebo[sampleu.p[m]] 

sample.d[m] <– drug[sampleu.d[m]] 

} 

mean.p <– mean(sample.p) 

mean.d <– mean(sample.d) 

var.p <– var(sample.p) 

var.d <– var(sample.d) 

var.sample <– ((n-1)*(var.p+var.d))/(2*n-2) 

stand.error <– sqrt(var.sample*(2/n)) 

t.calc <– (mean.p-mean.d)/stand.error 

if ( t.calc > t.crit) h <– h+1 

} 

print(h/k) 
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