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Abstract 

In this paper, we consider a variational inequality problem 
( ),Fix,VI TF  where F, T are mappings from a real Hilbert space into 

itself and Fix T is the fixed points set of a demicontractive mapping T. 
We propose an iterative algorithm given as: 

( ) ( ),:,1:1 nnnnnnn xFxvTvvx α−=ω+ω−=+  

to find approximate solutions. Under some assumptions on F, T, ω and 
( ),nα  we establish the strong convergence of the sequence ( )nx  

generated by this schema to the solution of ( ).Fix,VI TF  An 

application to convex minimization is provided. 

1. Introduction 

In this paper, we are interested in the following variational inequality 
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problem denoted ( ):Fix,VI TF  

 find Tx Fix∈∗  such that ( ) ,Fix0, TvxFxv ∈∀≥− ∗∗  (1) 

where HHF →:  is a self-mapping on a real Hilbert space H endowed 
with an inner product ⋅⋅,  and its induced norm ,⋅  HHT →:  is a self-

mapping on H with a nonempty, closed and convex fixed points set denoted 
by { }.::Fix xTxHxT =∈=  Variational inequality problems were 

introduced first by Hartman and Stampacchia [1] with the goal of computing 
stationary points for nonlinear programs or finding the best approximation to 
the initial data. They provide a broad unifying setting for the study of 
optimization, fixed points problems and equilibrium problems and they have 
important applications in economics, engineering, operations research, etc. 

Numerous algorithms have been proposed to solve variational inequality 
problems. These algorithms are based on different techniques and they 
proved strong convergence theorems to the solution, see [2, 7, 8, 13, 12]. In 
particular, for solving ( ),Fix,VI Tf∇  one can apply the extragradient 

method using the metric projection since a point Tx Fix∈∗  is a solution of 

(1) if and only if it is a fixed point of the mapping ( ),Fix FIP T α−  where 

,0>α  I is the identity mapping and TPFix  is the metric projection of H 

onto .Fix T  Other algorithms have been developed as the hybrid steepest 

descent method (see [9-11]), that is, to construct iterations by the scheme: 

( ) ( )( ).11 nnnn vTfvTv ∇α−= ++  

Recently, some authors have considered new iterative algorithms to 
approximate the set of fixed points of a nonexpansive (resp. quasi-
nonexpansive, resp. demicontractive) mapping and the set of solutions of the 
variational inequality. Their results extend and improve many results in the 
literature. For details, see [5, 6, 4, 3] and the references therein. 

Motivated by the recent works, in this paper, we introduce a new hybrid 
iterative algorithm for solving (1) and we prove a strong convergence 
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theorem. Such a work is inspired by a remark given in the article of Maingé 
[6]. Maingé has considered the problem of minimizing ,: R→Hf  a 

convex function over ,Fix T  that is, 

 find Tx Fix∈∗  such that ( ) ( )xfxf
Tx Fix

inf
∈

∗ =  (2) 

and he has proposed an alternative method which is defined by: given 
Hx ∈0  and for any ,N∈n  

 
( )

( )⎪⎩

⎪
⎨
⎧

∇α−=

ω+ω−=+

.:

,1:1

nnnn

nnn

xfxv

Tvvx
 (3) 

Under appropriate assumptions on ( )nf αω,,  and T, Maingé has given a 

strong convergence theorem of the sequence ( )nx  generated by (3) to the 

solution ∗x  of problem (2) which is characterized by 

( ) .Fix0, Tvxfxv ∈∀≥∇− ∗∗  

Our paper is concerned by solving the general variational inequality 
problem (1) with a demi-closed and demicontractive mapping T, using an 
analogous approach to that in [6]. For this aim, the study is devoted to the 
asymptotic convergence of the sequence ( )nx  generated by the following 

iteration: 

 ( ) ( ) ,:,1:1 N∈∀α−=ω+ω−=+ nxFxvTvvx nnnnnnn  (4) 

where 0x  is an initial guess in H, ( ) ( )1,0⊂αn  and ( ).1,0∈ω  

Recall that T is said to be demicontractive if there exists some constant 
( )1,0∈k  such that 

,Fix,222 TqHxTxxkxqTxq ∈∀∈∀−+−≤−  

or equivalently (see [8]), 

.Fix,2
1, 2 TqHxTxxkqxTxx ∈∀∈∀−−≥−−  
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Note that the class of demicontractive maps has been introduced 
independently by Hicks and Kubicek [2] and Maruster [7]. This class strictly 
includes the class of strictly pseudocontractive maps which are the maps 

HHT →:  such that there exists ( )1,0∈k  so that 

( ) ( ) HyxyTIxTIkyxTyTx ∈∀−−−+−≤− ,222  

And, consequently, it includes the important class of quasi-nonexpansive 
maps, that is 

.Fix, TqHxxqTxq ∈∀∈∀−≤−  

Furthermore, it is clear that the class of quasi-nonexpansive maps 
contains largely the class of nonexpansive maps which are demi-closed. 
Namely, a map HHT →:  is said to be demi-closed if its graph ( )TGr  is 

sequentially closed in the product of the weak topology on H with the norm 
topology on H, that is, for any sequence ( ) ,Hxn ⊂  we have: 

 xxn  and ( ) ( ).xTyyxT n =⇒→  (DC) 

We recall that HHF →:  is a bounded (resp. Lipschitz-continuous, resp. 
strongly monotone) operator if for some 0≥m  (resp. ,0≥L  resp. ),0>μ  

one has 

( ) ,HxmxF ∈∀≤  (B) 

( ( ) ( ) ),,.resp HyxyxLyFxF ∈∀−≤−  (LC) 

( ( ) ( ) ).,,.resp 2 HyxyxyxyFxF ∈∀−μ≥−−  (SM) 

2. Some Technical Lemmas 

In this section, we give some useful lemmas. Let us first note that 
algorithm (1) can be written as: 

( ) ( )( )nnnn vTFvTv ωω+ α−=1  

with ( ) TIT ω+ω−=ω 1:  and I is the identity mapping on H. As throughout 
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this work, the mapping T is k-demicontractive with ,Fix ∅≠T  one can 

check easily that ωT  is quasi-nonexpansive for any ( ].1,0 k−∈ω  So, in 

this case, Fix T is a closed convex subset of H as the fixed points set of a 
quasi-nonexpansive mapping, that is, ω= TT FixFix  (see [10]). 

Lemma 1. Let HHT →:  be a k-demicontractive mapping on H. 
Assume furthermore that properties (B), (LC) are satisfied, the sequence 

( )nα  is non-increasing with ⎟
⎠
⎞⎜

⎝
⎛∈α Ln 2

1,0  ( )0≠Lwhere  and that ∈ω  

.2
1,0 ⎥⎦

⎤⎜
⎝
⎛ − k  Then for any ,Fix Tq ∈  the sequence ( )nx  generated by (4) 

satisfies for any ,N∈n  

( ) ( ) ,214
1, 22

11 mxxLxFqx nnnnnnnnn γ−−α−+β−β≥−α− ++  

where 
0

2
2

21:,2
1:

α−
α

=γ−=β Lqx n
nnn  and ( ) .sup: xFm

Hx∈
=  

Proof. Given an arbitrary ,Fix Tq ∈  by (4), we have 

( ) 222
1 1 nnnn Tvvkqvqx −ω−−ω−−≤−+  

( ) .1 2
1

12
nnn vxkqv −ω−−ω−−≤ +

−  

Hence, 

2
1

22
1 nnnn vxqvqx −−−≤− ++  (5) 

since .2
1,0 ⎥⎦

⎤⎜
⎝
⎛ −∈ω k  

Let us now estimate each term in the right-hand side of the previous 
inequality. We have 

( ) ( ) ,,2 2222
nnnnnnn xFxFqxqxqv α+−α−−=−  (6) 
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( ) ( ) 22
1

2
1

2
1 ,2 nnnnnnnnnn xFxFxxxxvx α+−α+−=− +++  

( ) ( )11
2

1 ,2 +++ −−α+−= nnnnnnn xFxFxxxx  

( ) ( ) .,2 22
11 nnnnnn xFxFxx α+−α+ ++  

On the other hand, as F is m-bounded and L-Lipschitzian, 

( ) ,, 111 nnnnn xxmxFxx −−≥− +++  

( ) ( ) ., 2
111 nnnnnn xxLxFxFxx −−≥−− +++  

We obtain then 

 2
1 nn vx −+  

( ) ( ) ,221 22
1

2
1 nnnnnnnn xFxxmxxL α+−α−−α−≥ ++  (7) 

and from (5), (6) and (7), we get 

( )nnnnn xFqxqxqx ,222
1 −α−−≤−+  

( ) .221 1
2

1 nnnnnn xxmxxL −α+−α−− ++  

Thus, 

( ) 22
1 2

1
2
1, qxqxxFqx nnnnn −−−≥−α− +  

( ) nnnnnn xxmxxL −α−−α−+ ++ 1
2

1212
1  

22
1 2

1
2
1 qxqx nn −−−≥ +  

( ) 2
2

2
1 21214

1 mLxxL
n

n
nnn α−

α
−−α−+ +  

since (thanks to the canonical form) 

( ) .21214
1 2

2
1

2
1 mLxxmxxL

n
n

nnnnnn α−
α

−≥−α−−α− ++  
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Therefore, setting ,2
1: 2qxnn −=β  

0

2

21:
α−

α
=γ L

n
n  for all ,N∈n  and 

assuming the sequence ( )nα  non-increasing, we get 

( ) ( ) .214
1, 22

11 mxxLxFqx nnnnnnnnn γ−−α−+β−β≥−α− ++  

This leads to the conclusion. ~ 

Observe that for the boundedness condition (B), we need only to assume 
that the sequence ( )( )nxF  is bounded which is satisfied when ( )nx  generated 

by (4) is bounded and F is Lipschitz-continuous. 

Lemma 2. Let HHT →:  be a k-demicontractive mapping on H. 
Assume in addition that properties (B), (LC), (SM) are satisfied, the sequence 

( ) ( )02
1,0 ≠⎟
⎠
⎞⎜

⎝
⎛⊂α LLn  and that .2

1,0 ⎥⎦
⎤⎜

⎝
⎛ −∈ω k  Then for any ,Fix Tq ∈  

the sequence ( )nx  generated by (4) satisfies for any ,N∈n  

( ) ,2
1

1
1, 2 ⎟

⎠
⎞⎜

⎝
⎛

μ
−μβ

μα+
≥− mxFqx n

n
nn  

where 2
2
1: qxnn −=β  and ( ) .sup: xFm

Hx∈
=  

Proof. Take any ,Fix Tq ∈  observe that 

 ( ) ( )qFqxxFqx nnn ,, −≥−  

( )qFqxn −−≥  

qxm n −−≥  

and, on the other hand, 

( ) ( ) ( ) ( )qFqxqFxFqxxFqx nnnnn ,,, −+−−=−  

.2 qxmqx nn −−−μ≥  
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Now, setting ( )1,01
1: ∈
μα+

=λ
n

n  ( ),1thatso nnn μαλ=λ−  we get the 

following inequalities: 

( )nn xFqx ,−  

( ) ( ) ( )nnnnnn xFqxxFqx ,,1 −λ+−λ−=  

( ) qxmqxqxm nnnnnn −λ−−μλ+−λ−−≥ 21  

qxmqx nnn −−−μλ≥ 2  

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

μ
−⎟

⎠
⎞

⎜
⎝
⎛

μ
−−μλ+−μλ≥ 2

22
2

222
1

2
1 mmqxqx nnnn  

.22
1 2

2
μ

λ−−μλ≥ mqx nnn  

Consider ( )nβ  as defined in Lemma 2, we conclude that 

( ) .21
1,

2

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
μ

−μβ
μα+

≥− mxFqx n
n

nn  ~ 

We obtain then the following proposition which ensures the boundedness 
of the iterations ( ):nx  

Proposition 3. Under the assumptions of the previous lemma, the 
sequence ( )nx  generated by (4) is bounded. 

Proof. It suffices to prove that ( )nβ  is bounded. Indeed, from Lemmas 1 

and 2, we obtain 

( ) 2
1 , mxFqx nnnnnn γ+−α−≤β−β +  

.2
2

2
mm

nnnnnn γ+
μ

λα+μβλα−≤  
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Noting that nn
n

n α
−
α

≤α
−
α

=γ
αα 00

2121
0  and that the sequence ( )nλ  is 

increasing with ( ),1,0∈λn  we obtain the following estimation: 

,01 Cnnnnn α+βσα−≤β−β +  

where μλ=σ 0:  and .212
1: 20

0
0

mC ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
α

+
μ

=
α

 

On the other hand, using the fact that for ∑
=
α=

k

i
ikt

0
:  and ktk eσ=δ :  for 

all ,N∈k  

,1
1

1 1

+

σα−
+ δ

δ
=≤σα− +

n
n

n ne  

one can easily check that for any n, 

( )nnnnnnnnn βσα+β−βδ≤βδ−βδ +++++ 11111  

( )( )011 Cnnnnn α+βα−ασδ≤ ++  

01 Cnn αδ≤ +  

since ( )nα  is a non-increasing sequence. Consequently, 

∑
=

+++ δα≤βδ−βδ
n

k
kknn C

0
100011  

and thus 

 ∑
=

σσ−σ−
+

+++ α+βδ≤β
n

k

t
k

tt
n knn eeCe

0
0001 .111  (8) 

In addition, as ( ) bba ebaee −≥−  for ,ba ≥  thus by taking kta σ=:  and 
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( )( ),1: 111 ≥α+ασ−σ=σ= ++− kttb kkkk  we get the following inequalities: 

( ) .11112 −+++ σσσα+ασ−σσ− −≤σα≤σα kkkkkk ttt
k

t
k eeeeee  

The inequality (8) then becomes 

( ) ( ( ) ( ) )⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

σ
+α+βδ≤β ++++ −σ−σ

σ
−σσ−

+
101111

2
00001 nnnnn ttttttt

n eeeeCe  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
σ

+α+βδ≤ ++ σα−
σ

σσ− 111
2

0000 nn eeeCe tt  

( )100
2

00 +σα
σ

+βδ≤
σ

Ce  

and the conclusion follows. ~ 

To provide the strong convergence theorem we need to get the following 
lemma: 

Lemma 4. Let HHT →:  be a k-demicontractive and demi-closed 
mapping and let HHF →:  be an L-Lipschitzian mapping. Suppose that 
( )nα  converges to 0 and assume furthermore that the sequence ( )nx  

generated by (4) is bounded and satisfies 

.01 →−+ nn xx  

Then any weak cluster point of ( )nx  is a fixed point of T and we have 

( ) ,0,inflim ≥− ∗∗
∞→

xFxxnn
 (9) 

where ∗x  is the solution of (1). 

Proof. Let us consider a subsequence ( ( ) )nsx  of ( )nx  such that 

( ) ,xx ns  where NN →:s  is an increasing function. As the property 
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(LC) is satisfied, the sequence ( ( ( ) ))nsxF  is bounded so we get that 

( ) ( ) ( ) ( ( ) ) xxFxv nsnsnsns α−=  

since ( ) .0→α ns  Furthermore, by (4), we have 

 ( ) ( ) ( ( ) ( ) )nsnsnsns vxvTv −ω=− +
−

1
1  

( ( ) ( ) ( ) ( ) )nsnsnsns vxxx −+−ω= +
−

1
1  

( ( ) ( ) ) ( ) ( ( ) )nsnsnsns xFxx αω+−ω= −
+

− 1
1

1  

so that ( ) ( ) .0→− nsvTI  Thus xTx =  since T is demi-closed and we 

conclude that the set of weak cluster point of ( )nx  is included in Fix T. 

It remains to prove inequality (9). As ( )nx  is assumed to be bounded, so 

is the sequence ( ( ) )., ∗∗− xFxxn  Then there exists a subsequence of ( )nx  

( ( ( ) ))nsxdenoted  which converges weakly to some point Tx Fix∈  such 

that 

( ) ( ) ( )∗∗
∞→

∗∗
∞→

−=− xFxxxFxx nsnnn
,lim,inflim  

( ) 0, ≥−= ∗∗ xFxx  

because ∗x  is the solution of (1). ~ 

3. Convergence Results 

Let us give now our main result. 

Theorem 5. Let HHT →:  be a k-demicontractive and demi-closed 
mapping and let HHF →:  be an m-bounded, L-Lipschitzian and               

μ-strongly monotone mapping. Suppose furthermore that ⎥⎦
⎤⎜

⎝
⎛ −∈ω 2

1,0 k  
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and the sequence ( ) ⎟
⎠
⎞⎜

⎝
⎛⊂α Ln 2

1,0  is non-increasing and converges to 0 so 

that 

 ∑
∞

=
∞=α

0n
n  and ∑

∞

=

∞<α
0

2 .
n

n  (10) 

Then the sequence ( )nx  generated by (4) converges strongly to the solution 
∗x  of (1). 

Proof. Let us assume first that the sequence ( )∗− xxn  converges and 

.01 →−+ nn xx  It suffices then to prove that .0lim: =−=λ ∗

∞→
xxn

n
 

From the condition (SM), we have for any n, 

( ) ( )∗∗∗∗ −+−μ≥− xFxxxxxFxx nnnn ,, 2  

and taking the lower limit, we get 

 ( ) 2,inflim μλ≥− ∗
∞→ nnn

xFxx  (11) 

since by Lemma 4, ( ) 0,inflim ≥− ∗∗

∞→
xFxxn

n
 (observe that ( )nx  is 

bounded as the sequence ( )∗− xxn  is convergent). If λ is greater than 0, 

the inequality (11) ensures that we can pick N∈N  so that 

( ) .2
1, 2 NnxFxx nn ≥∀μλ≥− ∗  

Moreover, Lemma 1 yields for :: ∗= xq  

( ) 2
1 , mxFxx nnnnnn γ+−α−≤β−β ∗
+  

22
2
1 mnn γ+αμλ−≤  

with 2
2
1: ∗−=β xxnn  which converges and .021:

0

2
→

α−
α

=γ L
n

n  
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Hence, 

∑ ∑
= =

+β−β≤γ−αμλ
n

nk

n

nk
nnkk m

0 0
0 1

22
2
1  

which leads to a contradiction by assumptions (10). 

Consequently, ( )nx  generated by (4) converges strongly to ∗x  whenever 

( )∗− xxn  converges and .0lim 1 =−+∞→ nnn
xx  

It remains to check that these conditions are satisfied. Indeed, according to 

the previous section the sequence ( )2∗− xxn  is bounded, one has 

( ) CxxmxFxx nnn ≤−≤− ∗∗,  

for some constant C. So by setting ,2
1 2∗−=β xxnn  Lemma 1 yields: 

( ) CmxxL nnnnnnn α≤γ−−α−+β−β ++
22

11 214
1  

and, clearly, if ( )nβ  ( ( ))2.,i.e ∗− xxn  is convergent, 2
1lim nnn

xx −+∞→
 

.0=  

As the sequence ( )nβ  is bounded, its convergence is immediate when 

( )
0nnn ≥β  is a monotonous sequence from some index .0n  Let us discuss the 

non-monotonic case, that is, for any 0n  large enough, there exist 0, nqp ≥  

such that 

1+β≤β pp  and .1 qq β≤β +  

So we can pick a subsequence ( ( ) ) 0nnns ≥β  so that ( ) ( ) 1+β≤β nsns  for 

,0nn ≥  where NN →:s  is defined as 

( ) { } ,,:max: 1 NN ∈∀β≤β≤∈= + mmkkms kk  

see [6] for more details. Hence ( )
∗

∞→
−=λ xx nsn

lim:  exists with 0≥λ  
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and ( ) ( ) .0lim 2
1 =−+∞→ nsnsn

xx  So if ( ),0.,i.e0 >λ≠λ  we get 

( ) ( ( ) )
2

2
1, μλ≥− ∗

nsns xFxx  

while Lemma 1 yields that 

( ) ( ( ) ) .21, 2mLxFxx
n

n
nsns α−

α
≤− ∗  

Thereby 

22
2
1

21 μλ≥
α−

α mL n
n  

which leads to a contradiction, thus .0=λ  

Moreover, by the definition of ( ),ns  we have either ( ) nns =  (that is, 

1+β≤β kk  for all )nk ≤  or ( ) nns <  and then, in this case ( ) .1+β≤β nsn  

We conclude that 

( ( ) ( ) )1,max0 +ββ≤β≤ nsnsn  for any 0nn ≥  

so that 0→βn  and the result is then proved. ~ 

Let us consider now the problem of minimization given by (2) which is 
equivalent to the variational inequality problem: 

find Tx Fix∈∗  such that ( ) ,Fix0, Tvxfxv ∈∀≥∇− ∗∗  (12) 

where the function f is convex and Gâteaux differentiable. Consequently, by 
taking ,:: HHfF →∇=  the Gâteaux derivative of f, we get: 

Corollary 6. Given ,: HHT →  a k-demicontractive and demi-closed 
mapping, and ,: R→Hf  a convex and Gâteaux differentiable function. 

Assume ( )⋅∇f  satisfies (B), (LC) with 0≠L  and (SM). Suppose furthermore 

that ,2
1,0 ⎥⎦

⎤⎜
⎝
⎛ −∈ω k  ( ) ⎟

⎠
⎞⎜

⎝
⎛⊂α Ln 2

1,0  is non-increasing to 0 and such that 
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(10) holds. Then the sequence ( )nx  generated by: 

( ) ( ) N∈∀∇α−=ω+ω−=+ nxfxvTvvx nnnnnnn :,1:1  

with initial guess ,0 Hx ∈  converges strongly to the solution ∗x  of (12) or 

(2). 
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