
 

JP Journal of Fixed Point Theory and Applications 
Volume 8, Number 1, 2013, Pages 29-47 
Published Online: June 2013 
Available online at http://pphmj.com/journals/jpfpta.htm 
Published by Pushpa Publishing House, Allahabad, INDIA 

 

 HousePublishingPushpa2013©  
2010 Mathematics Subject Classification: 34G20, 45L05.

 Keywords and phrases: nonlinear impulsive evolution, strongly continuous semigroup, 
contraction mapping, fixed point theorem, cosine family, regular. 
This paper was supported by Dong-A University Research Fund in 2010. 

 ∗Corresponding author 
Communicated by Jong Seo Park 
Received February 15, 2013 

THE EXISTENCE AND UNIQUENESS OF LOCAL 
AND GLOBAL SOLUTIONS FOR THE IMPULSIVE 

FUNCTIONAL DIFFERENTIAL EQUATIONS 
WITH DELAY TERMS 

Soo-Young Shin, Moon-Hwan Choi and Young-Chel Ahn∗ 

Department of Mathematics 
Dong-A University 
Busan 604-714, Korea 

Abstract 

In this paper, we consider the existence, uniqueness of global solution 
of impulsive functional differential equations with delay terms by the 
nonlinear Leray-Schauder alternative theorem. 

1. Introduction 

The theory and application of impulsive differential equations stimulated 
by biology, mechanics, ecology and epidemics, etc., have been an important 
area of investigation in recent years. The theory of delay differential 
equations has been studied by Benchohra et al. [1], Lakshmikantham et al. 
[4] Samoilenko and Perestyuk [8] and Rogovchenko [7]. Quinn and 
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Carmichael [6] have shown that the controllability problem in Banach space 
can be converted into a fixed pointed problem for a single-valued mapping. 
Recently, Hernández [3] invested the existence of mild solutions for a class 
of partial neutral functional integro-differential equations with unbounded 
described in the form 
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and Ouahab [5] studied the existence and uniqueness of solutions for first 
order functional differential equations with impulsive effects and multiple 
delay as follows: 
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In this paper, we study the existence and uniqueness of local and global 
solutions for first order impulsive abstract functional differential equation as 
follows by using nonlinear alternative of Leray-Schauder together with the 
method by Quinn and Carmichael [6]: 
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 (1.1) 

where XBJf →×:  is a given function, ( ) XADA →:  is the 

infinitesimal generator of strongly continuous semigroup of bounded linear 
operators ( ) 0, ≥ttT  and a phase space ( )B∈φ  will be defined later. We 
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assume that history function ( ] Bxt →∞− 0,:  belongs to the abstract phase 

space B and defined by 

( ) ( ),θ+=θ txxt   for ( ],0,∞−∈θ  

and ( ) ( )+−
ii txtx ,  are left limit, right limit, respectively. 

2. Preliminaries 

In this section, we now introduce the concept of a phase space, the other 

spaces, alternative of Leray-Schauder and 1L -Carathéodory function. 

Throughout this paper, [ ]( )XbC ,,0  is the Banach space of all 

continuous functions with the norm 

( ){ }bttxx X ≤≤= 0:sup  

and let { ( ] ( ) ( ) ( )}XJCxtxtxXbxPC iiii ,,exist,and,,: ∈→∞−= +−  with 

the norm 

( ){ },0:sup bssxx PC ≤≤=  

where kx  is the restriction of x to ( ]., 1+= iii ttJ  

And let [ ]( )XbL ,,01  be the Banach space of measurable functions 

[ ] Xbx →,0:  are Lebesgue integrable with the norm 

( )∫=
b

L dttxx
0

1   for all [ ]( ).,,01 XbLx ∈  

Now we introduce the following definition: 

Definition 2.1. The map [ ] XBbf →×,0:  is said to be 1L -Carathéodory 

function if 

  (i) ( )xtft ,  is measurable for each ,Bx ∈  

 (ii) ( )xtfx ,  is continuous for { },...,,, 21 mtttJt −∈  
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(iii) for each ,0>k  there exists [ ]( )+∈ RbLhk ,,01  such that 

( ) ( )thxtf k≤,  for all kx B ≤  and for { }....,,, 21 mtttJt −∈  

Next, we will assume that a phase space B satisfies the following axioms: 

(A) If ( ] ,,: Xbx →∞−  ,0>b  Bx ∈0  and ( ),−
itx  ( )+itx  exist with 

( ) ( ),−= ii txtx  ,...,,2,1 mi =  then for every t in [ ] { }mttb ...,,\,0 1  the 

following conditions hold: 

  (i) Bxt ∈  and tx  is continuous on [ ] { },...,,\,0 1 nttb  

 (ii) ( ) ,BtxHtx ≤  

(iii) ( ) { ( ) } ( ) ,0:sup 0 BXBt xtMtssxtKx +≤≤≤  

where 0≥H  is a constant, [ ) [ )∞+→∞+ ,0,0:K  is continuous function 

and [ ) [ )∞+→∞+ ,0,0:M  is locally bounded, and H, K, M are independent 

of ( ).tx  

(A1) For the function ( )⋅x  in (A), tx  is a B-valued continuous function 

on [ ] { }....,,\,0 1 mttb  

(A2) B is complete. 

In this paper, we assume that 

( ){ } ∞<φ=φ tB sup  

and let 

( ]{ },,: PCBxXbx ∩∈|→∞−=Ω  

let Ω⋅  be the seminorm in Ω defined by 

( ){ } .,0:sup0 Ω∈≤≤+=Ω xbttxxx Bt  

Next, we introduce the Leray-Schauder’s alternative theorem. 
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Theorem 2.2 [8]. Let D be a convex subset of a Banach space Z and 
DDF →:  be a completely continuous map. Then, either the set 

{ ( ),: xFxDx λ=∈  for some }10 <λ<  is unbounded or F has a fixed 

point in D. 

3. The Existence of Mild Solutions for (1.1) 

Assume that ,, Ω∈′xx  and XJx →:  is a solution of (1.1). Then from 

semigroup theory, we have 
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t
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Iterating in similar fashion, we can show 
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To show the existence of mild solutions for system (1.1), we need to 
define the mild solution of system (1.1). 

Definition 3.1. A function Ω∈x  is said to be a mild solution of system 
(1.1) if (1.1) is verified and 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )∫ ∑
<<
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t

tt
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To get our results, we assume the following: 

(H1) There exists constant 1≥M  such that ( ) ., JtMtT ∈≤  

(H2) XBJf →×:  is Carathéodory function. 

(H3) There exist a function ( )+∈ RJLp ,1  and a continuous 

nondecreasing function [ ) [ )∞→∞ψ ,0,0:  such that 

( ) ( ) ( )BtXt xtpxtf ψ≤,  for a.e. Jt ∈  and each Bxt ∈  

with 

( ) ( )( )∫ ∫
∞

β ψ
<

1

0 0
,1t

b dssdssMpK  

where ( ) [ ]{ }.,0:sup bttKKb ∈=  

Theorem 3.2. Suppose (H1)-(H3) hold, then the system (1.1) has at least 
one solution on ( ]., b∞−  

Proof. Transform equation (1.1) into a fixed point theorem. 

Let the operator Ω→ΩΦ :  be defined by 
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and let ( ) ( ] Bby →∞−⋅ ,:  be the function defined by 
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for each PCz ∈  with ( ) ,00 =z  we denote by z  the function defined by 

( )
( )

( ]⎩
⎨
⎧

∞−∈

∈
=

.0,,0

,,

t

Jttz
tz  

Then we can have ( ) ( ) ( ) ( ),Jttytztx ∈+=  and in similar fashion, =tx  

( ),Jtyz tt ∈+  and so the function ( )⋅z  satisfies 
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Let { }.0: 00 =Ω∈=Ω zz  Then for any ,0Ω∈z  we have 

( ){ } ( ){ }JttzJttzzz ∈=∈+= ΩΩ :sup:sup
00 0  

and so ( )
0

,0 Ω⋅Ω  is a Banach space. 

Define the operator 00: Ω→ΩP  as follows: 
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Then that the operator Φ has a fixed point is equivalent to that P has a fixed 
point, and so we will verify that P has a fixed point by using the Leray-
Schauder alternative. 

Step 1. P is continuous. 

Let { }nz  be a sequence such that zzn →  in .0Ω  Then 
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( ) ( ) ( ) ( ) ( ) ( ) ( )∫ +−+−≤−
b
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and since f is 1L -Carathéodory, we have 

( ) ( ) ( ) ( ) 1
0

,, Lsssnn yzsfyzsfMPzPz s +−+≤− Ω  

( ) ( )( ) ( ) ( )( )∑
<<

+−++
tt

iiiiini
i

tytzItytzIM
0

.  

Obviously, the right side of the above equation converges zero as .∞→n  

Step 2. P maps bounded sets into bounded sets in .0Ω  

For the continuous function ( )tK  and locally bounded ( ),tM  

000 ΩΩΩ +≤+ ssss yzyz  

( ( ){ } ( ) ) ,00:sup
0Ωφ+φ+≤≤≤ bb MbsszK  (E1) 

where ( ) [ ]{ }.,0:sup bttMMb ∈=  Thus, Bx  is bounded, and so by 

(H3) and definition of space PC, 

( ) ( ) ( ) { ( ) ( )( ) }∫ ∑
=

Ω ++ψ≤
b m

i
iiiB tytzIMdsspxMPz

0 1
sup

0
 

is bounded, too. 

Step 3. P maps bounded sets into equicontinuous sets of .0Ω  For each 

[ ],,0 bt ∈∗  we have 

( ) ( ) ( ) ( )∗∗ −ε+ tPztPz  

( ) ( ) ( )∫
ε+
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t
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Since f is 1L -Carathéodory function, we understand that ( ) ( ) −ε+∗tPz  

( ) ( )∗tPz  converges to zero independently of 0Ω∈z  as .0→ε  And so 

from Arzelá-Ascoli theorem, we can say that the image of 00: Ω→ΩP  is 

relatively compact. 

Step 4. There exist a priori bounds on solutions. 

Let z be a solution of the equation ( )zPz λ=  for some ( ).1,0∈λ  Then 

for all [ ],,0 1tt ∈  

( ) ( ) ( )∫ +−λ=
t

ss dsyzsfstTtz
0

.,  

And so 

( ) ( ) ( ) ( ) ( )∫ ∫ +ψ≤+−≤
t t

Bssss dsyzspMdsyzsfstTtz
0 0

.,  (E2) 

Denote by ( )tω  the right hand side of (E1). Then we have 
0Ω+ ss yz  

( )tω≤  and so 

( ) ( ) ( )( ) [ ]∫ ∈ωψ≤
t

ttdssspMtz
0 1 .,0,  

Substituting (E2) for (E1), we get 

( ) ( ) ( )( ) ( ) [ ].,0,0 10 0
ttMdssspMKt b

t
b ∈φ+⎥⎦

⎤
⎢⎣
⎡ φ+ωψ≤ω Ω∫  (E3) 

Denote by ( )tβ  the right hand side of equation (E3). Then we have ( )tω  

( )tβ≤  and ( ) ,0
0Ωφ=β bM  ( ) ( ) ( )( ) ( ) ( )( ).ttMpKttMpKt bb βψ≤ωψ=β′  

Thus for each [ ],,0 1tt ∈  

( ) ( ) ( )( )( )

( )
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β

∞

β ψ
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ψ
t t

b dssdssMpKdss0 0 0

1 .11  
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Thus, from (H3) there exists a constant ∗G  such that ( ) [ ]1,0, ttGt ∈≤β ∗  

and so ( ) [ ].,0, 10
ttGtyz tt ∈≤ω≤+ ∗Ω  Hence, by equation (E1), there 

exists a constant 1G  such that 

.10
GK

Gz
b
=≤ ∗

Ω  

Now for ( ],, 21 ttt ∈  

( ) ( ) ( )∫ +−λ=
t

t ss dsyzsfstTtz
1

,  

and since ( ) ( ) ( ) ( )( ),11111 txtzItztz ++=+  

( ) ( ) ( ) ( )( )11111 txtzItztz ++≤+  

{ ( ) ( ) }.0:sup 11 φ+≤+≤ MGuuIG i  

Thus, in similar fashion as the above proof we can show that there exists 
02 >G  such that 

20
Gz ≤Ω   for  [ ]., 21 ttt ∈  

Iterating this process, we can show that there exists constant G such that 
{ } ....,,,max 210

GGGGz m =≤Ω  

Let { }.1:
0

+<∈= Ω GzPCxU  Then 0Ω→U  is continuous and 

completely continuous. For the choice of U, there is no Uz ∂∈  such that 
( )zPz λ=  for some ( ).1,0∈λ  By the nonlinear alternative of Leray-

Schauder, we can see that P has a fixed point z in U. Hence, Φ has a fixed 
point x which is a solution of system (1.1). 

Now assume following hypotheses to give the uniqueness of the system 
(1.1): 

(H4) There exists an [ ]( )+∈ RbLa ,,01  such that 
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( ) ( ) B
ta yxeytfxtf −≤− − sin,,  for all Byx ∈,  and ,Jt ∈  

where +∈ Ra  is sufficiently large number. 

(H5) There exist constants midi ...,,2,1,0 =≥  such that 

( ) ( ) yxdyIxI iii −≤−  for all ., Xyx ∈  

Theorem 3.3. Suppose that hypotheses (H4), (H5) hold. If ∑
=

<
m

i
iMd

1
,1  

then equation (1.1) has unique solution. 

Proof. Let 00: Ω→ΩP  be defined as in Theorem 3.2. We shall show 

that Φ is a contraction. For 0, Ω∈∗zz  and for each [ ],,0 bt ∈  let 
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and so, by the Jordan’s inequality, 

( ) ( ) ( ) ( ) .
1

∗

=

∗ −
⎟
⎟
⎠

⎞

⎜
⎜
⎝

⎛
+π≤− ∑ zzda

bMtPztPz
m

i
i  

Thus, P is contraction and so has a unique fixed point z, that is, system (1.1) 
has a unique solution. 

4. The Existence and Uniqueness of Global Solutions 

In this section, we show that the existence and uniqueness of global 
solution of impulsive functional differential equations with infinite delay by 
the nonlinear alternative in Fréchet spaces. We consider the following 
system: 

( ) ( ) ( ) [ ] { }
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 (4.1) 

where XBJf →×:  is a given function, ( ) XADA →:  is the infinitesimal 

generator of strongly continuous semigroup of bounded linear operators 
( ),tT  0≥t  and a phase space ( )B∈φ  will be defined later. We assume that 

history function ( ] Bxt →∞− 0,:  belongs to the abstract phase space B and 

defined by 

( ) ( ),θ+=θ txxt   for ( ],0,∞−∈θ  

and ( ) ( )+−
ii txtx ,  are left limit, right limit, respectively. 

 Let X be a Fréchet space with a family of seminorms { }., Nnn ∈⋅  

XY ⊂  is said to be bounded if for each ,Nn ∈  there exists 0>nM  such 

that ≤ny  for all .Yy ∈  
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 Let {( )}n
nX ⋅,  be a sequence of Banach space. For each ,Nn ∈  

equivalence relation nR  by ( ) 0=−⇔ nn yxyRx  for all ., Xyx ∈  

 Let ( )nn
n RXX ⋅= ,  be a quotient space of X and let [ ]nx  be the 

equivalence class of nXx ∈  for each .Xx ∈  

We now introduce contraction, nonlinear alternative of Leray-Schauder 

type in Fréchet spaces, 1L -Carathéodory function and axioms for phase 
spaces. 

Definition 4.1. A function XXf →:  is contraction if for each 

,Nn ∈  there exists ( )1,0∈nc  such that 

( ) ( ) nnn yxcyfxf −≤−   for all ., Xyx ∈  

Theorem 4.2. Let X be a Fréchet space and XY ⊂  be a closed subset 
in X and let XYS →:  be a contraction such that ( )YS  is bounded. Then 

one of the following holds: 

 (i) S has a unique fixed point, 

(ii) there exist ( ) Nn ∈∈λ ,1,0  and n
nYx ∂∈  such that ( ) nxSx λ−  

.0=  

Definition 4.3. The map [ ] XBbf →×,0:  is said to be 1L -Carathéodory 

function if 

  (i) ( )xtft ,  is measurable for each ,Bx ∈  

 (ii) ( )xtfx ,  is continuous for { },...,, 21 ttJt −∈  

(iii) for each ,0>k  there exists [ ]( )+∈ RbLhk ,,01  such that 

( ) ( )thxtf k≤,  for all kx B ≤  and for { }....,, 21 ttJt −∈  

Axioms 4.4. Assume that phase space B satisfies the following axioms: 
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(A) If ( ] BxXx ∈→∞∞− 0,,:  and ( ) ( )+−
ii txtx ,  exist with ( ) =itx  

( ),−
itx  ...,,2,1=i  then for every t in [ ] { },...,,\,0 21 tt∞  the following 

conditions hold: 

  (i) Bxt ∈  and tx  is continuous on [ ) { },...,,\,0 21 tt∞  

 (ii) ( ) ,BtxHtx ≤  

(iii) ( ) { ( ) } ( ) ,0:sup 0 BXBt xtMtssxtKx +≤≤≤  

where 0≥H  is a constant, [ ) [ )∞+→∞+ ,0,0:K  is continuous function 

and [ ) [ )∞+→∞+ ,0,0:M  is locally bounded, and H, K, M are independent 

of ( ).tx  

(A1) For the function ( )⋅x  in (A), tx  is a B-valued continuous function 

on [ ) { }....,,\,0 21 tt∞  

(A2) B is complete. 

In this section, we assume that 

( ){ } .sup ∞<φ=φ tB  

Let 

( ){ },,: PCBxXx ∩∈|→∞∞−=Ω  

( ){ },,sup: ii Jttxx ∈∞<Ω∈=Ω  

where ( ]ii tJ ,∞−=  and let Ω⋅  be the seminorm in Ω defined by 

( ){ }.,0:sup0 Ω∈∞<≤+=Ω xttxxx Bt  

To show the existence of solution for system (4.1), we need to define the 
solution of system (4.1). 

Definition 4.5. A function Ω∈x  is said to be the solution of system 
(4.1) if (4.1) is verified and 
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( ) ( ) ( ) ( ) ( ) ( ) ( )( )∫ ∑
<<

∈−+−+φ=
t

tt
iiis

i

JttxIttTdsxsfstTtTtx
0 0

.,,0  

To get our results, we assume the following: 

(H6) There exists constant 1≥M  such that ( ) ., JtMtT ∈≤  

(H7) XBJf →×:  is Carathéodory function. 

(H8) There exist a function ( )+∈ RJLp ,1  and a continuous 

nondecreasing function [ ) [ )∞→∞ψ ,0,0:  such that 

( ) ( ) ( )BtXt xtpxtf ψ≤,   for a.e. Jt ∈  and each Bxt ∈  

with 

( ) ( )( )∫ ∫
∞

β ψ
<

1

0 0
,1t

i dssdssMpK  

where  

( ) [ ]{ }.,2,1,,0:sup ⋅=∈= itttKK ii  

(H9) There exists an ([ ] )+∈ RbLa ,,01  such that 

( ) ( ) Btt
ta

tt yxeytfxtf −≤− − sin,,  for all Byx tt ∈,  and ,Jt ∈  

where +∈ Ra  is sufficiently large number. 

(H10) There exist constants midi ...,,2,1,0 =≥  such that 

( ) ( ) yxdyIxI iii −≤−  for all ., Xyx ∈  

Theorem 4.6. Suppose (H6)-(H10) hold and ∑
∞

=
<

1
,1

i
iMd  then the 

system (4.1) has a unique solution. 
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Proof. Transform equation (1.1) into a fixed point theorem. 

Let the operator Ω→ΩΦ :  be defined by 

( ) ( )

( ) ( ) ( ) ( )

( ) ( )( ) [ )

( ) ( ]⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

∞−∈φ

∞∈−+

−+φ

=Φ ∑
∫

<<

,0,,

,,0,

,0

0

0

tt

ttxIttT

dsxsfstTtT

tx
tt

iii

t
s

i

 

and let ( ) ( ) By →∞∞−⋅ ,:  be the function defined by 

( )
( ) ( )

( ) ( ]⎩
⎨
⎧

∞−∈φ

∈φ
=

,0,,

,,0

tt

JttT
ty  

for each PCz ∈  with ( ) ,00 =z  we denote by z  the function defined by 

( )
( )

( ]⎩
⎨
⎧

∞−∈

∈
=

.0,,0

,,

t

Jttz
tz  

Then we can have ( ) ( ) ( ),Jttyztx ∈+=  and in similar fashion, tt zx =  

( ),Jtyt ∈+  and so the function ( )⋅z  satisfies 

( ) ( ) ( ) ( ) ( ) ( )( )∫ ∑
<<

∈+−++−=
t

tt
iiiiss

i

JttytzIttTdsyzsfstTtz
0 0

.,,  

Let { }.0: 00 =Ω∈=Ω zz i  Then for any ,0Ω∈z  we have 

( ){ } ( ){ }JttzJttzzz B ∈=∈+=Ω :sup:sup00
 

and so ( )
0

,0 Ω⋅Ω  is a Banach space. Let { }.0: 00 =Ω∈=Ω zz  Then 

0Ω  is Fréchet space with a family of seminorms .
0Ω⋅  Define the operator 

00: Ω→ΩP  as follows: 
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( ) ( )

( ) ( )

( ) ( ) ( )( )

( ]⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

∞−

∈+−+

+−

= ∑
∫

<<

.0,,0

,,

,

0

0

JttytzIttT

dsyzsfstT

tPz
tt

iiii

t
ss

i

 

Then that the operator Φ has a fixed point is equivalent to that P has a fixed 
point, and so we will verify that P has a fixed point by using the Leray-
Schauder alternative. Now we will use following four steps in similar fashion 
as Theorem 3.2. 

Step 1. Let { }nz  be a sequence such that zzn →  in .0Ω  By the 

hypothesis that f is 1L -Carathéodory function, we can see that P is 
continuous by calculating ( ) ( ) ( ) ( ) .tPztPzn −  

Step 2. Under the condition of the assumption (H8) and the definition of 
space PC, we will show that Bx  is bounded, and so ( )

0ΩPz  is bounded, 

too. Hence, P maps bounded sets into bounded sets in .0Ω  

Step 3. Since f is 1L -Carathéodory function, we understand that 
( ) ( ) ( ) ( )∗∗ −ε+ tPztPz  converges to zero independently of 0Ω∈z  as 

.0→ε  Thus, P maps bounded sets into equicontinuous sets of 0Ω  and so 

from Arzelá-Ascoli theorem, we can say that the image of 00: Ω→ΩP  is 

relatively compact. 

Step 4. Let z be a solution of the equation ( )zPz λ=  for some ( ).1,0∈λ  

Then for all [ ],,1 ii ttt −∈  from 

( ) ( ) ( )∫ +−λ=
t

ss dsyzsfstTtz
0

,,  

we will calculate .z  Under the condition of (H8), there exists 1G  such that 

10
Gz ≤Ω  for [ ]1,0 tt ∈  and generally there exists iG  such that 

0Ωz  
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iG≤  for [ ].,1 ii ttt −∈  Thus, we can show that there exists constant G such 

that { } ....,,max 210
GGGGz m =⋅≤Ω  Let { GzPCxU <∈= Ω0

:  

}.1+  Then 0Ω→U  is continuous and completely continuous. For the 

choice of U, there is no Uz ∂∈  such that ( )zPz λ=  for some ( ).1,0∈λ  

That is, there exist a priori bounds on solutions. By the nonlinear alternative 
of Leray-Schauder, we can see that P has a fixed point z in U. Hence, Φ has a 
fixed point x which is a solution of system (4.1). 

Let z be such a solution. Then there exists some ( )1,0∈λ  such that =z  

( ).zPλ  In succession, we can put constant 0>iG  such that ,iGz
i
≤Ω  

....,2,1=i  Now let 

{ ( ){ } }....,2,1,1:sup:0 =+≤∈Ω∈= iGJttzzF ii  

Then F is a closed subset of .0Ω  And for 0, Ω∈∗zz  and for each 

[ ],,0 itt ∈  by verifying 

( ) ( ) ( ) ( ) ,
1

∗

=

∗ −
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+π≤− ∑ zzda

bMtPztPz
m

i
i  

we can say that iFP Ω→:  is contraction and so from the choice of F, 

there is no nFz ∂∈  such that ( )zPz λ=  for some ( ).1,0∈λ  Thus by 

Theorem 4.2, P has a unique fixed point z, that is, system (4.1) has a unique 
solution. 
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