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Abstract

The neutrix composition F(f(x)) of a distribution F(x) and a locally
summable function f(x) is said to exist and be equal to the
distribution h(x), if the neutrix limit of the sequence {F,(f(x))} is
equal to h(x), where F,(x) = F(x) *8,(x) and {8,(x)} is a certain
sequence of infinitely differentiable functions converging to the Dirac
delta-function 8(x). It is proved that if G (x) denotes the

distribution (IN™*2x_)®), then the neutrix composition Gs, m(x})
exists and
-1
() = Z m+1 (-pr+s- Cs,iBo, m-i+1(S, 1) §(rs= 1)( ),
Gs, m(X: r(rs —1)!

forr,s, m=1, 2, ..., where
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Cs i = J;vs In vp(®)(v)dv

fori=0,1, 2, .., s, and B denotes the Beta function.

In the following, we let D be the space of infinitely differentiable
functions ¢ with compact support and let D[a, b] be the space of infinitely

differentiable functions with support contained in the interval [a, b]. We let
D' be the space of distributions defined on D and let D'[a, b] be the space
of distributions defined on D[a, b].
Now let p(x) be a function in D having the following properties:
(i) p(x) =0 for | x| > 1,
(if) p(x) > 0,
(ifi) p(x) = p(~x),

(iv) | flp(x)dx ~1,

Putting 8,(x) = np(nx) for n =1, 2, ..., it follows that {5,(x)} is a
regular sequence of infinitely differentiable functions converging to the Dirac
delta-function &(x). Further, if F is a distribution in D' and F,(x) =

(F(x—t), 8p(x)), then {F,(x)} is a regular sequence of infinitely
differentiable functions converging to F(x).
Now let f(x) be an infinitely differentiable function having a single

simple root at the point x = xg. Gel’fand and Shilov defined the distribution

8 (f(x)) by the equation

8((f(x) =

1 1 d
T 8] S0
forr=0,1 2, ..., see[8].

In order to give a more general definition for the composition of
distributions, the following definition for the neutrix composition of
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distributions was given in [2] and was originally called the composition of
distributions.

Definition 1. Let F be a distribution in D’ and let f be a locally
summable function. We say that the neutrix composition F(f(x)) exists and

is equal to h on the open interval (a, b) if
N —lim [ Fo(F(x)@(x)dx = (h(x), 9(x)
n—oo —00

for all ¢ in D[a, b], where F,(x) = F(x)*38,(x) for n=1,2, .. and N is
the neutrix, see [1], having domain N’ the positive integers and range N”

the real numbers, with negligible functions which are finite linear sums of the
functions
in"InIn"n:A>0 r=12, ..
and all functions which converge to zero in the usual sense as n tends to
infinity.
In particular, we say that the composition F( f(x)) exists and is equal to

h on the open interval (a, b) if
fim [ R (f(0)e(x)dx = (h(x), 0(x)

forall ¢ in D[a, b].

Note that taking the neutrix limit of a function f(n), is equivalent to
taking the usual limit of Hadamard’s finite part of f(n).

We need the following lemma, which can be easily proved by induction:

Lemma 1.

0, 0<ic<s,

(-1)°s!
>

J.;tip(s)(t)dt -

fors=0,1 2, ...
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The following theorems were proved in [2], [4], [5], [6] and [7],
respectively.

Theorem 1. If F,(x) denotes the distribution x*, then the neutrix

composition Fk(x;r/x) exists and

—r/x) _ (-1)" LA cosec(mh)

R s T TR

fora <0, A=-1-2,...andr =1 2, ....

Theorem 2. If F,(x) denotes the distribution x_°, then the neutrix

composition Fy(x!) exists and

P = )t 2 @

forr,s =1, 2, ..., where c(p) = j;lntp(t)dt.

Note that in this theorem, the distribution x~° is defined by
xS = _ (Inx_ )(S)
- (s-1°

fors=1 2, ...

Theorem 3. If F, (x) denotes the distribution x*In™ x,, then the
neutrix composition F, (x4 exists and

A

B, m(d) = n™xEH In™ x,

for A <0, u>0and A, Ap = -1, -2, ....

Theorem 4. If Fg \(x) denotes the distribution x;°In™ x,, then the

neutrix composition Fg (x4') exists and
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Fs,m(x) = n™ ™ In"™ x,
form=0,12..,5=12.,u>0and su#1 2 ...

Theorem 5. If F, (x) denotes the distribution x* In® x_, then the
neutrix composition F;»’S(x;m‘) exists and

F., S(Xlr/k) =

ZI:(IJJ(TJ Cm,iBs—i,0(* +1, M)Bgi_j(-A, A +m+1) 8 D(x),

(Dr s
i=0 j=0 (m—1)!

r!

forAa <0, A#-1-2,....,r=12 ..ands=0,1 2, .., where
LM ni yo(M
Cmi = Iovm In' vp'™ (v)dv

fori=0,12,..,sand -m-1<A<-m, form=1 2, ....

In the particular case m = 0, we have

_ ) -
Fs067) = SO S Seo 8022 0800,
by

In the following, the distribution x_* In™ x_ is defined by

(ln m+1 X_ )'

x TInMx_ = —
m+1

for m=1, 2, ... and the distribution x:s_l In™ x_ is defined inductively by
the equation

xS ™y (x2S I x_)

S

el m
xS InMmyx_ =

for s, m=1, 2, .... Note that this is not the same as Gel’fand and Shilov’s
definition, see [8].
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Putting Gg ;(x) = (IN™* x_)®), for s, m=12 .., we see that

G, m(x) is of the form

m
Gs,m(X) = Zas,m,iX:S In' x_,
i=0

fors,m=12, .., where ag ,j =0 ifi<m-s.
In particular,
Gy m(¥) = (M +)x= In™ x_ @)
form=1 2, ... and
Gs,1(x) = 2(s —1)1o(s —)x=° = 2(s —1)!x°Inx_, (3)

for s =1 2, ..., where

0(s) - {ZL“I’ $21

0, s=0

We first of all prove

Theorem 6. The neutrix composition Gg n(x!) exists and

r T m+1 (_1)rs+s_1cs,iB m=i+1($: 1) (s
Gs|m(x+):;( i j cerBunial Dy, @

forr,s, m=1, 2, ..., where
1 .
Cs,i = -[0 v In' vp®)(v)dv

fori=0,1 2, ..,5.
In particular

(-1)f (C1, ms1 — MCy )

r!

Gy m(x)) = 5V (x) 5)

forr,m=1 2, ....



On the Composition of the Distributions x~° In™ x_ and x| 43

Proof. Putting Gp, s (X) = Gg m(X) * 8,(x), we have

Gn,s,m(x) = <Gs,m(x —t), 8,(1))

(D (In™(x —1)_, 3{)(t))

(-1)° ¥ ™t - )8 (t)dt, -1/n < x <n,
X
= (-1 1/1; ™t - x)s()(t)dt,  x < -1/n,
—=1/n
0, X >1/n

and it follows that

s(Y met rys(s) r
(-1) Jxr In™(t - x")sEt)dt, 0 < x" <n,
Gn s.m(x}) = (—1)5'[;/n I t5(8) (), X <0,

0, x" >1/n.

Now let ¢ be an arbitrary function in D. We may suppose that ¢(x) is in

D[a, b], where a < 0 < b. By Taylor’s Theorem, we have

rs-1 (k) (rs)
o(x) =y 2 k,(o) xk 4+ 2 (rs()%x) xS,
A !

where 0 < & < 1. We therefore need to evaluate

| r m S0 o :
N —1lim(Gp s m(X;) ¢(x)) = N —lim ZTJ X"Gp,s,m(X} )dx
n—o0 n—oo k=0 - a

im [2X 0" (&) r
+Nn:)|a|)m aWGnysym(X+)dX. (6)
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If now n¥" < b, we have

b Y
[ X6y, 6 m(x0 ) = (—1)Sjn x"jj/”lnm“(t — x")8(8)(t) dtdx
a 19y O Xr

0
(D8 j . xkj:/” In™+ t5(5) () dtdlx

= I (n) + I (n). @)

Putting nt = v, we have
s sfOk (! m+1_(s)
Jk(n)=(-1)’n I X I (Inv =Inn)™""p*/(v)dvdx
a 0

and it follows that

N —limJy(n) =0, (8)
Nn—oo
fork =0,1 2, ....

Further, putting nx" = u, we have

1) s—(k+1)/r .1 el
I (n) = ()nfj.ou(k”)/r 1ju Inm+1(% - %)p(s)(v)dvdu

_ (P EII ) Y ety met(V U
= . Jop (v)jou In (n—njdudv. 9)

It follows that

Nn— liml,(n)=0 (10)

fork=0,1,2, .. rs—2.

When k = rs — 1, we have from equation (9),

: -1)° 1 Voo
Nn:)g)m lysq = %J.o p(s)(v)IOuS Lin™+L(v — u)du dv. (11)
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Putting u = vw, we have

1
w2 Inv + In(@ = w)]™Ldw

—

v
I uS T in™ (v - u)du = v®
0 0

+1
m+1) ; 1 i
=v* ( i )In'vjows_llnm_'“(l—w)dw
i=0

m+1

m+1 i
- VSZ( N jBO m_isg(s, 1)In'v, (12)
4 | !
i=0
where B(X, 1) denotes the Beta function and
aH—J

o'\d

By (0 1) = B0 )

n

fori, j=0,1 2, .... Itnow follows from equations (11) and (12) that

N~ lim gy = ZO[ B0 mivsts, 9 v i vy

s m+1
= (-1) Z(m i+1jcs,iBo,m—i+1(S’ D). (13)

=
When k = rs, we have from equation (9) that
I 1s(n)| = O(n™Y" In™ )
and so
b
lim j ) X"0(")(£X)Gp 5 m(XT)dX = 0. (14)

Further, putting nt = v again, we have

[ X% 0) ()6 m ()
a
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- (—1)5I:xrscp(rs)(§x)(x)j;/n In™* t5(8) (1) ditdx

0
= (-1)° nsj xrs(p(rs)(éx)(x)jl(ln v — Inn)™ o) (v)dvdx.
a 0
Thus
N —1im [ x5 (&) (X)Gp 5, m (] )bk = 0 (15)
nN—o0 a
and so it follows from equations (14) and (15) that
b
N — IimI er(p(rs)(ix)(X)Gn’S,m(Xi)dX = 0. (16)
n—oo a

Now using equations (6) to (8), (10), (11), (13) and (16), we have

- I'm< n,s, m (X2), 0(X))

n—>

T 1 1) (<)% ¢, iBo, m_i+a(s, D)o ™ (0)
Z(;( j r(rs —1)!

e 1) 1By moisa (5 D) s
—Z(m 1j( = 18D 50500, gt0)

for arbitrary ¢(x) in D and equation (4) follows.

Equation (5) follows on noting that =0 fori=0,12,..,m-1

and
Bo,o(L, 1) =1=-Bp (L 1).
We now prove the following generalization of equation (1).

Theorem 7. If Fg (x) denotes the distribution x_*In™ x_, then the

neutrix composition Fs,m(xi) existsfor r,s, m=1, 2, ....
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In particular,

! (= - iBo,m-i+1(L 1 r—
ﬁmub=gxm:j() %mﬂy!“ L a)

forr,m=1, 2, .. and

( 1)rS+SCS IBO 2— I(S 1) rs—
S+11(X+) Z(J 2|"(I’S—1) (S 1), ( 1)(X)

L (D 0(s —Delp) 5(rs-
r(rs —1)! 2ol 1)()()' (18)

Proof. We note first of all that from equation (2), we have

FLm(X0) = (M + )Gy m(x,)
and so equation (17) follows immediately.

Next, it follows from equations (1), (3) and (4) that

Gs,1(x}) = 2(s —DH(s 1) Fs(x;) = 2(s —1)!Fs 1(x})

- A I D) () 25 - iR, 5(40)
5 ( _q)rs+s 1CS iBo 2-i (s, 1) rs—

and equation (18) follows. This completes the proof of the theorem.
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