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Abstract 

In this paper, we study some graph properties of zero-divisor graph of a 
commutative ring R where the zero ideal is decomposable. It is obtained 
that the girth is 3 and the diameter of the zero-divisor is greater than or 
equal to 2 for .2≥n  It is also obtained the conditions that the zero-
divisor graph is not planar. 

1. Introduction 

Let R be a commutative ring with nonzero identity and let ( )RZ  be the set of 

zero-divisors of R. Let ( )RΓ  be the graph of nonzero zero-divisors of R, in the sense 

that the vertices of ( )RΓ  are all elements of ( ) ( ) { }.0−=∗ RZRZ  For all x, 

( ) ,∗∈ RZy  the vertices x and y are said to be adjacent if .0=xy  Note that ( )RΓ  is 

empty if and only if R is an integral domain. For all vertices x, y in ( ),RΓ  let 

( )yxd ,  be the length of shortest path between x and y. Note that ( ) 0, =xxd  and 

( ) ∞=yxd ,  if there is no such path. The diameter of ( )RΓ  is denoted by 
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( )( )Rdiam Γ  and defined by { ( ) ( ) }.,,sup ∗∈| RZyxyxd  The girth of ( ),RΓ  

denoted by ( )( ),gr RΓ  is the length of shortest cycle in ( ).RΓ  We note that 

( )( ) ∞=Γ Rgr  if there is no cycle in the zero-divisor graph. The degree of the vertex 

x of ( ),RΓ  denoted by ( ),deg x  is the number of all edges incident with x. Graph 

( )RΓ  is called to be connected if there is a path between each pair of its vertices x 

and y. We will say that ( )RΓ  is bipartite if the vertex set of ( )RΓ  may be partitioned 

into two disjoint sets 1V  and 2V  in such a way that each edge of the graph joins a 

vertex in 1V  to a vertex in .2V  The graph ( )RΓ  is called to be complete bipartite if 

it is bipartite and each vertex in 1V  is adjacent to all vertices in 2V  and vice versa. It 

is called that ( )RΓ  is a star graph if it is complete bipartite with .11 =V  

A graph is said to be planar if it can be drawn in the plane so that its edges 
intersect only at their ends. A subdivision of a graph is a graph obtained from it by 
replacing edges with pairwise internally-disjoint paths. A remarkably simple 
characterization of planar graphs was given by Kuratowski in 1930. Kuratowski’s 
theorem says that a graph is planar if and only if it contains no subdivision of 5K  or 

3,3K  (see [9, Section 9.1]). 

The concept of zero-divisor graphs in a commutative ring R was introduced by 
Beck [7], and then further studied in [3] and [5]. There are so many published 
articles connected to algebraic theoretic properties of R and graph theoretic 
properties of ( )RΓ  (see for example, [12], [11], [7] and so on). Anderson and 

Livingston showed in [3, Theorem 2.4] that, for any commutative ring R, ( )RΓ  is 

connected. Mulay has shown in [12] that, if ( )RΓ  contains a cycle, then it contains a 

cycle of length less than or equal to four. In this paper, we continue studying the 
interplay between ( )RΓ  and R. It is known that ( )( ) 2,1=Γ Rdiam  or 3 and 

( )( ) 4,3=Γ Rgr  or ∞  (see [3] and [4]). 

An ideal I of ring R is called decomposable if there is an integer n such that 
,0 nI qq ∩"∩=  where for all ,0 ni ≤≤  iq  is a ip -primary and ip  is a prime 

ideal of R. A decomposition ∩∞
=

=
0i iI q  is called minimal if ∩ ji ji≠

⊄ qq  for all 

nj ≤≤0  and that ji pp ≠  for all .ji ≠  
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Throughout, R is a commutative ring with ,01 ≠  ( )∗RZ  is the set of nonzero 

zero-divisors, ( )RNil  is the ideal of nilpotent elements of R and the zero ideal of R 

is decomposable. 

2. Some Properties of Zero-divisor Graph 

Let the zero ideal of R has a minimal primary decomposition as ∩n
i i0

,
=
q  where 

iq  is a ip -primary for all .0 ni ≤≤  Then ( ) ∩n
i iRNil

0=
= p  and ( ) ∪n

i iRZ
0

.
=

= p  

There is ∩ ij jix
≠

∈ q  and iix q∉  for all ni ≤≤0  such that .:0 iRi x=p  Let 

0p  be a minimal ideal of R. 

Proposition 2.1. With the above notation, the subgraph H of ( )RΓ  with the 

vertex set { }nixi ≤≤|0  is a complete graph .1+nK  

Proof. If 0 is a primary ideal, then H trivially is .1K  So, let 1≥n  and let 

,0 i≤  nj ≤  such that .ji ≠  Since ∩ ij jix
≠

∈ ,q  we have 

.0=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∈

≠ iij jji xx qq ∩∩  

This completes the proof.  � 

Corollary 2.2. With the above notation, if ,4≥n  then ( )RΓ  is not planar. 

Proof. Since 5K  is not planar, the result follows from [9, Proposition 9.1.10].  �  

We are going to study the graph properties of ( )RΓ  in the case of ∩n
i i0

.0
=

= q  

If ,0=n  then 0 is a primary ideal.   

Proposition 2.3. Suppose that the zero ideal of R is p -primary. Then 

(i) If ,1=p  then ( )RΓ  is empty. 

(ii) If ,2=p  then ( )( ) 0=Γ Rdiam  and ( )( ) .∞=Γ Rgr  

(iii) If ,3=p  then ( )( ) 1=Γ Rdiam  and ( )( ) .∞=Γ Rgr  

(iv) If ,4≥p  then ( )( ) 21 ≤Γ≤ Rdiam  and ( )( ) 3=Γ Rgr  or ∞ . 
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Proof. We note that ( ) ( ) .p== RNilRZ  

  (i) In this case, 0=p  and R is an integral domain. 

 (ii) This is trivial. 

(iii) Let .3=p  Then we may assume that { }.,,0 yx=p  This implies that 

.0=xy  

(iv) This immediately follows from [1, Theorem 2.2] and [4, Theorem 2.3]. 
Because in the last statement ( )( ) .4≠Γ Rgr  � 

If the zero ideal of R is p -primary with ,5≤p  then ( )RΓ  is planar. Let 

.6=p  If ( ) ,5KR =Γ  then it is not planar and if ( ) ,5KR ≠Γ  then it is planar. 

Theorem 2.4. Let zero ideal of R be p -primary with ( )RMax∉p  and .7≥p  

Then ( )RΓ  is not planar. 

Proof. Since ( ) ,RAss∈p  there is a nonzero Rx ∈  such that ( ).:0 xR=p  It 

is easy to see that by non-maximality of ,p  Rx  is infinite. Let 321 ,, yyy  be disjoint 

elements of .p  Then nonzero elements of Rx are adjacent to .,, 321 yyy  So, a 

subdivision of ( )RΓ  is isomorphic to 3,3K  and the proposition follows from 

[9, Theorem 9.1.7 and Proposition 9.1.10].  � 

Proposition 2.5. Let zero ideal of R be p -primary with 7≥p  and .4≥pR  

Then ( )RΓ  is not planar. 

Proof. Suppose that pRuuu ∈321 ,,  are nonzero disjoint elements. Then ,1xu  

xu2  and xu3  are disjoint, where ( ).:0 xR=p  There are distinct elements 321 ,, vvv  

p∈  which are adjacent to xuxuxu 321 ,,  as required.  � 

For the case ,1=n  we have the following. 

Theorem 2.6. Let R be a non-integral domain commutative ring and 100 qq ∩=  

be a primary decomposition of zero ideal. Then the following hold: 

(i) Let 1p  be not minimal. If ,20 =p  then ( )RΓ  is a star graph and if 

,30 ≥p  then ( )( ) .3=Γ Rgr  
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(ii) Let 1p  be minimal. If ,010 =pp ∩  then ( )RΓ  is a complete bipartite graph. 

So, if ,3≥ip  then ( )( ) .4=Γ Rgr  

Proof. (i) There is a minimal ideal q  of R such that .pq ⊂  This forces .0pq =  

Hence, ( ) ( ).10 RZRNil =⊂= pp  If 20 =p  and x is the nonzero element of ,0p  

then for all .0,\, 01 ≠∈ yzzy pp  So, for all ,1p∈y  it must be .0=yx  This shows 

that ( )RΓ  is a star graph. If ,30 ≥p  then the statement follows by [1, Theorem 

2.12].  

(ii) Assume that { }0\01 p=V  and { }.0\12 p=V  For all ( )RZyx ∈,  with 

,0=xy  there is no the case ( ).1,0, =∈ iyx ip  Because iyx p∈,  implies that 

jxy p∈=0  for .ij ≠  Therefore, jx p∈  or .jy p∈  So, there is a nonzero 

element in .10 pp ∩  This shows that ( )RΓ  is bipartite. Let us now, ( )∗∈ RZyx,  

with 1Vx ∈  and .2Vy ∈  Then .010 =∈ pp ∩xy  So, ( )RΓ  is a complete bipartite 

graph. It is clear that in all complete bipartite graphs srK ,  with ,2, ≥sr  the girth  

is 4.  � 

Example 2.7. (1) Consider the idealization ( ) .2ZZ +=R  It is easy to see that 

( ) ( ) ( ){ }1,0,0,0=RNil  is a prime ideal, say, .0p  Moreover, 

( ) {( ) nsnR |= ,Z  is even and }2Z∈s  

is a prime ideal, say .1p  On the other hand, 

,0 0 qp ∩=  

where ( ){ }mm |= 40,q  is 1p -primary. By Theorem 2.6, ( )RΓ  is a star graph. 

(2) In ,33 ZZ ×=R  we can compute that ( ) ( ){ },0,0=RNil  

( ) ( ) ( ) ( ) ( ) ( ){ },0,2,2,0,0,1,1,0,0,0=RZ  

( ) ( ) ( ){ }2,0,1,0,0,00 =p  and ( ) ( ) ( ){ }.0,2,0,1,0,01 =p  

Note that 010 =pp ∩  and ( ).10 RZ=pp ∪  It is easy to see that ( )RΓ  is complete 

bipartite. 
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Theorem 2.8. Let 100 qq ∩=  be a minimal primary decomposition with 

,ii qp =  10 pp ⊆  and .70 ≥p  Then ( )RΓ  is not planar. 

Proof. There are nonzero ,, Rtx ∈  where xR:00 =p  and .:01 tR=p  The 

elements x, t and tx +  are disjoint and nonzero. There exist nonzero elements 

321 ,, vvv  in 0p  adjacent to .,, txtx +  So, a subdivision graph of ( )RΓ  is 

isomorphic to .3,3K  � 

Remark 2.9. Considering the notation of Theorem 2.8, let x, t be not nilpotent 
elements. Then the result holds for .40 ≥p  Because in that case, .0p∉+ tx  

Corollary 2.10. Suppose that 0p  and 1p  are minimal prime ideals of R with 

.010 =pp ∩  If ,3≥∗
ip  then ( )RΓ  is not planar. 

Proof. It immediately follows from Theorem 2.6(ii).  � 

Theorem 2.11. Let 2≥n  and nqqq ∩"∩∩ 100 =  be a minimal primary 

decomposition of zero ideal such that iRii x:0== pq  for .0 ni ≤≤  Then 

( )( ) .3=Γ Rgr  

Proof. By Proposition 2.1, the subgraph with vertex set { }nixi ≤≤|0  is a 

complete graph. Now, for the case of ,2≥n  the cycle 0210 xxxx −−−−−−−−−  

exists.  � 

Theorem 2.12. Let 2≥n  and nqqq ∩"∩∩ 100 =  be a minimal primary 

decomposition. Let for ,0 nk ≤≤  kpp ...,,0  be the only minimal ideals of R such 

that .7
0

≥
=∩

k
i kp  Then ( )RΓ  is not planar. 

Proof. There are nonzero elements Rsi ∈  provided ( ).:0 iRi s=p  For every 

njk ≤≤+ 1  ( ),if nk <  there is ki ≤≤0  that .ji pp ⊆  Since ,7
0

≥
=∩

k
i kp  

one can see that there are disjoint elements ∩k
i kttt

0321 ,,
=

∈ p  distinct to ,1is  

32 , ii ss  for { } { }....,,0,, 321 niii ⊆  It is clear that ( )RNilttt ∈321 ,,  adjacent to 

.,, 321 iii sss  So, there exists a subdivision graph of ( )RΓ  isomorphic to .3,3K  � 



Zero-divisor Graph in Commutative Rings ... 71 

Proposition 2.13. Let ( ) .0=RNil  Then ( ) 1−= iixd q  for all .0 ni ≤≤  

Proof. By the hypothesis, for all ,0 ni ≤≤  one has .iix p∉  So, ( ) iiR x q=:0  

by [6, Lemma 4.4]. Hence, ( )ixd  is the number of nonzero elements of .iq  � 

Theorem 2.14. Suppose that .1≥n  In the minimal decomposition 

,0 10 nqqq ∩"∩∩=  

with ( ) ,0≠RNil  we have ( )( ) .2≥Γ Rdiam  

Proof. Let ( )( ) .1≤Γ Rdiam  Since ,1≥n  it follows from [3, Theorem 2.3] that 

( )( ) 1=Γ Rdiam  and ( )RΓ  is connected. This implies that ( ) .02 =RZ  So, 

( ) ∩n
i in RNil

0
.

=
=⊂ pp  So, ,0pp ⊂n  a contradiction.  � 

Proposition 2.15. For every ni ≤≤0  and all nonzero elements ,, iyx p∈  

( ) .2, ≤yxd  

Proof. If ,0=xy  then there is nothing to prove. Let .0≠xy  Considering 

,:0 ii x=p  there are N∈nm,  such that .0== i
m

i
n xyxx  Let m, n be the       

least integers with these properties. Then .011 == −−
i

mn
i

mn xyxxyx  Hence, 

yxyxx i
mn −−−−−− −− 11   is a path with length 2.  � 

Theorem 2.16. Let ( )RZ  be an ideal of R. Then ( )( ) .2≤Γ Rdiam  

Proof. There is nk ≤≤0  where ( ) .kRZ p=  By Proposition 2.15, the proof is 

completed.  � 

Corollary 2.17. Suppose that ( )RZ  is an ideal. Then for all pairs ( )yx,  of 

zero-divisors of  R, ( )( ) .0,:0 ≠yx  

Corollary 2.18. Let ,1≥n  ( ) 0≠RNil  and ( )RZ  be an ideal of R. Then 

( )( ) .2=Γ Rdiam  

Proof. The result follows from Theorems 2.14 and 2.16.  � 
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