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Abstract 

Let Card∈κ  and [ ]XLκ  be such that the fine structure theory, 

condensation and [ ] κ=κ ICardCard XL  hold. Then it is possible to 
prove the existence of morasses. In particular, I will prove that there is a 
κ-standard morass, a notion that I introduced in a previous paper. This 
shows the consistency of ( )βω ,1 -morasses for all .1ω≥β  

1. Introduction 

R. Jensen formulated in the 1970’s the concept of an ( )βωα , -morass whereby 

objects of size β+αω  could be constructed by a directed system of objects of size 

less than .αω  He defined the notion of an ( )βωα , -morass only for the case that 

.αω<β  I introduced in a previous paper [6] a definition of an ( )βωα , -morass for 

the case that .1 β≤ω  

This definition of an ( )βω ,1 -morass for the case that β≤ω1  seems to be an 
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axiomatic description of the condensation property of Gödel’s constructible universe 
L and the whole fine structure theory of it. I was, however, not able to formulate and 
prove this fact in form of a mathematical statement. Therefore, I defined a seemingly 
innocent strengthening of the notion of an ( )βω ,1 -morass, which I actually expect 

to be equivalent to the notion of ( )βω ,1 -morass. I call this strengthening an β+ω1 -

standard morass. As will be seen, if we construct a morass in the usual way in L, the 
properties of a standard morass hold automatically. 

Using the notion of a standard morass, I was able to prove a theorem which can 
be interpreted as saying that standard morasses fully cover the condensation property 
and fine structure of L. More precisely, I was able to show the following [6]. 

Theorem. Let 1ω≥κ  be a cardinal and assume that a κ-standard morass 

exists. Then there exists a predicate X such that [ ]XLCardCard κ=κI  and [ ]XLκ  

satisfies amenability, coherence and condensation. 

Let me explain this. The predicate X is a sequence ,XSXX ∈ν|= ν  where 

,κ⊆ ILimS X  and [ ]XLκ  is endowed with the following hierarchy: Let =νI  

νν XJ X ,  for XSLim −∈ν  and ννν ν= XXJI X ,,  for ,XS∈ν  where 

XJX νν ⊆  and 

,0 ∅=XJ  

( ),XX IrudJ νω+ν =  

{ }λ∈ν|= νλ
XX JJ U  for ( ),:2 LimLimLim =∈λ  

where ( )XIrud ν  is the rudimentary closure of { }XX JJ νν = U  relative to νX  if 

XSLim −∈ν  and relative to νX  and νX  if .XS∈ν  Now, the properties of 

[ ]XLκ  are defined as follows: 

(Amenability) The structures νI  are amenable. 

(Coherence) If ,XS∈ν  νIH 1p  and ( ),sup OnH I=λ  then XS∈λ  and 

.XJXX λνλ = I  
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(Condensation) If XS∈λ  and ,1 νIH p  then there is some XS∈μ  such 

that .μ≅ IH  

Moreover, if we let ( )νβ  be the least β such that νω+β
XJ  singular, then 

( ){ }.insingular κν|νβ= IS X  

As will be seen, these properties suffice to develop the fine structure theory. In 
this sense, the theorem shows indeed what I claimed. In the present paper, I shall 
show the converse: 

Theorem. If [ ] ,, CardXL ∈κκ  satisfies condensation, coherence, amenability, 

( ){ }κν|νβ= IinsingularS X  and [ ] ,κ=κ ICardCard XL  then there is a κ-

standard morass. 

Since L itself satisfies the properties of [ ],XLκ  this also shows that the 

existence of κ-standard morasses and ( )βω ,1 -morasses is consistent for all 2ω≥κ  

and all .1ω≥λ  

Most results that can be proved in L from condensation and the fine structure 
theory also hold in the structures [ ]XLκ  of the above form. As examples, I proved 

in my dissertation the following two theorems whose proofs can also be seen as 
applications of morasses: 

Theorem. Let 1ω≥λ  be a cardinal, ,λ⊆ ILimS X  [ ]XLCardCard λ=λI  

and XSXX ∈ν|= ν  be a sequence such that amenability, coherence, condensation 

and ( ){ }κν|νβ= IS X  insingular   hold. Then k  holds for all infinite cardinals 

.λ<κ  

Theorem. Let LimS X ⊆  and XSXX ∈ν|= ν  be a sequence such that 

amenability, coherence, condensation and ( ) [ ]{ }XLinsingularS X ν|νβ=  hold. 

Then the weak covering lemma holds for [ ].XL  That is, if there is no non-trival, 

elementary embedding [ ] [ ],: XLXL →π  [ ]
2ω−∈κ XLCard  and ( ) [ ],XL+κ=τ  

then 

( ) ( ).κ=τ⇒κ<τ + cardcf  
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2. The Inner Model [ ]XL  

We say a function VVf n →:  is rudimentary for some structure =W  

iXW ,  if it is generated by the following schemata: 

( ) in xxxf =...,,1  for ,1 ni ≤≤  

( ) { }jin xxxxf ,...,,1 =  for ,,1 nji ≤≤  

( ) jin xxxxf −=...,,1  for ,,1 nji ≤≤  

( ) ( ) ( )( ),...,,...,,...,,...,, 1111 nnnn xxgxxghxxf =  

where nggh ...,,, 1  are rudimentary 

( ) ( ){ },...,,,...,,, 22 yzxxzgxxyf nn ∈|= U  

where g is rudimentary 

( ) ,...,,1 jin xXxxf I=  where .1 nj ≤≤  

Lemma 1. A function is rudimentary iff it is a composition of the following 
functions: 

( ) { },,,0 yxyxF =  

( ) ,,1 yxyxF −=  

( ) ,,2 yxyxF ×=  

( ) { },,,,,3 yvuandxzvzuyxF ∈∈|=  

( ) { },,,,,4 yvuandxzvuzyxF ∈∈|=  

( ) ,,5 xyxF U=  

( ) ( ),,6 xdomyxF =  

( ) ( ),,7 xxyxF ×=∈ I  

( ) { }[ ]{ },,8 yzzxyxF ∈|=  

( ) ii XxyxF I=+ ,9  

for the predicates iX  of the structure under consideration. 
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Proof. See, for example, in [3]. ~ 

A relation nVR ⊆  is called rudimentary if there is a rudimentary function 

VVf n →:  such that ( ) ( ) .∅≠⇔ ii xfxR  

Lemma 2. Every relation that is 0Σ  over the considered structure is 

rudimentary. 

Proof. Let Rχ  be the characteristic function of R. The claim follows from the 

facts (i)-(vi): 

  (i) R rudimentary Rχ⇔  rudimentary. 

⇐ is clear. Conversely, ( ) ( ){ },iR xfyyg ∈|=χ U  where ( ) 1=yg  is constant 

and ( ) ( ) .∅≠⇔ ii xfxR  

 (ii) If R is rudimentary, then R¬  is also rudimentary. 

Since .1 RR χ−=χ¬  

(iii) yx ∈  and yx =  are rudimentary. 

By { } ( ) ( ) ∅≠−−⇔≠∅≠−⇔∉ xyyxyxyxyx U,  and (ii). 

(iv) If ( )ixyR ,  is rudimentary, then ( ) ( )ixzRyz ,∈∃  and ( ) ( )ixzRyz ,∈∀  

are rudimentary. 

If ( ) ( ) ,,, ∅≠⇔ ii xyfxyR  then 

( ) ( ) ( ){ } .,, ∅≠∈|⇔∈∃ yzxzfxzRyz ii U  

The second claim follows from this by (ii). 

(v) If nVRR ⊆21,  are rudimentary, then so are 21 RR ∨  and .21 RR ∧  

Because ( ) yxyxf U=,  is rudimentary, ( ) ( ) ( ) ( )iRiRi xxxRR 2121 χχ⇔∨ U  

∅≠  is rudimentary. The second claim follows from that by (ii). 

(vi) iXx ∈  is rudimentary. 

Since { } .ii XxXx ∈⇔∅≠I  ~ 
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For a converse of this lemma, we define: 

A function f is called simple if ( )( )ki yxfR ,  is 0Σ  for every 0Σ -relation 

( )., kyzR  

Lemma 3. A function f is simple iff 

 (i) ( )ixfz ∈  is ,0Σ  

(ii) ( )zA  is ( )( ) ( )zAxfz i∈∃⇒Σ0  is .0Σ  

Proof. If f is simple, then (i) and (ii) hold, because these are instances of         
the definition. The converse is proved by induction on 0Σ -formulas, e.g., if 

( ) ,:, kk yzyzR =⇔  then ( )( ) ( ) ( )( ) ( )kikiki yzxfzyxfyxfR ∈∈∀⇔=⇔,  

and ( ) ( )( ).ik xfzyz ∈∈∀  Thus we need (i) and (ii). The other cases are similar. ~ 

Lemma 4. Every rudimentary function is 0Σ  in the parameters .iX  

Proof. By induction, one proves that the rudimentary functions that are 
generated without the schema ( ) jin xXxxf I=...,,1  are simple. For this, one 

uses Lemma 3. But since the function ( ) yxyxf I=,  is one of those, the claim 

holds. ~ 

Thus every rudimentary relation is 0Σ  in the parameters ,iX  but not necessarily 

0Σ  with the iX  as predicates. An example is the relation { } ., 0Xyx ∈  

A structure is said to be rudimentary closed if its underlying set is closed under 
all rudimentary functions. 

Lemma 5. If W is rudimentary closed and ,1 WpH  then H and the collapse of 

H are also rudimentary closed. 

Proof. That is clear, since the functions iFF +90 ...,,  are 0Σ  with the predicates 

.iX  ~ 

Let NT  be the set of 0Σ  formulae of our language { }NXX ...,,, 1∈  having 

exactly one free variable. By Lemma 2, there is a rudimentary function f for every 

0Σ  formula ψ such that ( ) ( ) .* ∅≠⇔ψ ∗xfx  By Lemma 1, we have 

( ) ( ),, 210 1 xxFxfx k== ∗  
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where ( )431 ,2 xxFx k=  

( )652 ,3 xxFx k=  

and     .3 L=x  

Of course, ∗x  appears at some point. 

Therefore, we may define an effective Gödel coding 

uGT uN aψ→ ,  

as follows ( ):possibly , ∗=nm  

( ).,:,,, nmlk xxFxunmlk =⇔∈  

Let ( ) ⇔∗
Σ :,0 xuW  

uψ  is 0Σ  formula with exactly one free variable and ( ).∗ψ xuW  

Lemma 6. If W  is transitive and rudimentary closed, then ( )yx,0Σ
W  is          

1Σ -definable over .W  The definition of  ( )∗
Σ xu,0
W  depends only on the number of 

predicates of .W  That is, it is uniform for all structures of the same type. 

Proof. Whether ( )∗
Σ xu,0
W  holds, may be computed directly. First, one 

computes the kx  which only depend on .∗x  For those .,,, ulk ∈∗∗  Then one 

computes the ix  which only depend on mx  and nx  such that ∈nm,  

{ } .etc,,, −∈∗∗| ulkk  Since W  is rudimentary closed, this process only breaks 

off, when one has computed ( ).0 ∗= xfx  And ( )∗
Σ xu,0
W  holds iff ( )00 xfx =  

.∅≠  

More formally speaking: ( )∗
Σ xx,0
W  holds iff there is some sequence 

{ }unmlkkddixi ∈|=∈| ,,,,  such that 

( )nmlk xxFxunmlk ,,,, =⇒∈  and .0 ∅≠x  

Hence 0Σ
W  is .1Σ  ~ 
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If W  is a structure, then let ( )Wrud  be the closure of { }WW U  under the 

functions which are rudimentary for .W  

Lemma 7. If W  is transitive, then so is ( ).Wrud  

Proof. By induction on the definition of the rudimentary functions. ~ 

Lemma 8. Let W  be a transitive structure with underlying set W. Then 

( ) ( ) ( ).WPW DefWrud =I  

Proof. First, let ( ).WDefA ∈  Then A is 0Σ  over { } ,, iXWW U  i.e. there are 

parameters { }WWpi U∈  and some 0Σ  formula ϕ such that ( )., ipxAx ϕ⇔∈  

But by Lemma 2, every 0Σ  relation is rudimentary. Thus there is a rudimentary 

function f such that ( ) ., ∅≠⇔∈ ipxfAx  Let ( ) { }xxzg =,  and define ( )xyh ,  

( ){ }., yzxzg ∈|= U  Then ( )( ) ( ) ( ){ }ii pxfzxzgxpxfh ,,,, ∈|= U  is rudimentary, 

( )( ) ∅=xpxfh i ,,  if Ax ∉  and ( )( ) { }xxpxfh =,, 0  if .Ax ∈  Finally, let 

( ) ( )( ){ }.,,, yxxpxfhpyH ii ∈|= U  Then H is rudimentary and ( )., ipWHA =  

So we are done. 

Conversely, let ( ) ( ).WrudA PW I∈  Then there is a rudimentary function f 

and some Wa ∈  such that ( )., WafA =  By Lemma 4 and Lemma 3, there exists 

0Σ  formula such that ( ) ( ).,,,, iXWaxWafx ψ⇔∈  By 0Σ  absoluteness, =A  

{ } ( ){ },,,,, ii XWaxXWWWx ψ|∈ U  since .WXi ⊆  Therefore, there is a formula 

ϕ such that ( ){ }., axWxA ϕ|∈= W  ~ 

Let κ⊆ω−∈κ ILimSCard X,1  and XSX ∈νν  be a sequence. 

For ,XSLim −∈ν  let ννν ν= XXJI X ,,  and let ννν ν= XXJI X ,,  for 
XS∈ν  such that ,XJX νν ⊆  where 

,0 ∅=XJ  

( ),νω+ν = IrudJ X  

{ }λ∈ν|= νλ
XX JJ U  if ( ).:2 LimLimLim =∈λ  

Obviously, [ ] { }.κ∈ν|= νκ
XJXL U  
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We say that [ ]XLκ  is amenable if νI  is rudimentary closed for all .XSv ∈  

Lemma 9. (i) Every XJν  is transitive, 

 (ii) ,XX JJ νμ ∈⇒ν<μ  

(iii) ( ) .ν== νν OnJJrank XX I  

Proof. That are three easy proofs by induction. ~ 

Sometimes we need levels between XJν  and .XJ ω+ν  To make those transitive, 

we define 

( ) ( )yxFzyxG ii ,,, =  for ,8≤i  

( ) ,,,9 XxzyxG I=  

( ) ,,,,10 yxzyxG =  

( ) [ ],,,11 yxzyxG =  

( ) { },.,,12 yxzyxG =  

( ) ,,,,,13 zyxzyxG =  

( ) { }.,.,,14 zyxzxG =  

Let 

,0 ∅=S  

{ } { [( { }) ] },153
1 ∈|= μμμμ+μ iSSGSSS i UUUU  

{ }λ∈μ|= μλ SS U  if .Lim∈λ  

Lemma 10. The sequence ν∈μ|μ ILimI  is (uniformly) 1Σ -definable over 

.νI  

Proof. By definition μμ = SJ X  for ,Lim∈μ  that is, the sequence 

ν∈μ|μ ILimJ X  is the solution of the recursion defining 0Σ  restricted to Lim. 
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Since the recursion condition is 0Σ  over ,νI  the solution is .1Σ  It is 1Σ  over νI  if 

the existential quantifier can be restricted to .XJν  Hence we must prove τ∈μ|μS  

XJν∈  for .ν∈τ  This is done by induction on ν. The base case 0=ν  and the limit 

step are clear. For the successor step, note that 1+μS  is a rudimentary function of μS  

and μ, and use the rudimentary closedness of .XJν  ~ 

Lemma 11. There are well-orderings ν<  of the sets XJν  such that 

  (i) ,νμ <⊆<⇒ν<μ  

 (ii) 1+ν<  is an end-extension of ,ν<  

(iii) the sequence ν∈μ|<μ ILim  is (uniformly) 1Σ -definable over ,νI  

(iv) ν<  is (uniformly) 1Σ -definable over ,νI  

(v) the function ( ) { }xzzxpr νν <|=  is (uniformly) 1Σ -definable over .νI  

Proof. Define well-orderings μ<  of μS  by recursion: 

  (I) .0 ∅=<  

 (II) (1) For ,, μ∈ Syx  let .1 yxyx μ+μ <⇔<  

(2) μ∈ Sx  and ,1 yySy +μμ <⇒∉  

μ∈ Sy  and .1 xySx +μμ <⇒∉  

(3) If ,, μ∉ Syx  then there is an 15∈i  and μ∈ Sxxx 321 ,,  such that 

( ).,, 321 xxxGx i=  And there is a 15∈j  and μ∈ Syyy 321 ,,  such 

that ( ).,, 321 yyyGy j=  First, choose i and j minimal, then 1x  and ,1y  

then 2x  and ,2y  and finally 3x  and .3y  

Set: 

(a) yx 1+μ<  if ,ji <  

xy 1+μ<  if .ji =  
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(b) 11 xx μ<  if ji =  and ,11 xx μ<  

yy 1+μ<  if ji =  and .11 xy μ<  

(c) yx 11 +μ<  if ji =  and 11 yx =  and ,22 yx μ<  

xy 1+μ<  if ji =  and 11 yx =  and .22 xy μ<  

(d) yx 1+μ<  if ji =  and 11 yx =  and 22 yx =  and ,33 yx μ<  

xy 1+μ<  if ji =  and 11 yx =  and 22 xy =  and .33 xy μ<  

(III) { }.λ∈μ|<=< μλ U  

The properties (i) to (v) are obvious. For the 1Σ -definability, one needs the 

argument from Lemma 10. ~ 

Lemma 12. The rudimentary closed AXJ X ,, νν  have a canonical 1Σ -Skolem 

function h. 

Proof. Let ω∈|ψ ii  be an effective enumeration of the 0Σ  formulae with 

three free variables. Intuitively, we would define: 

( ) ( )0, zxih   

for 

the ν< -least XJz ν∈  such that (( ) ( ) ).,,,, 10 zxzAXJ i
X ψνν  

Formally, we define: 

By Lemma 11(v), let θ be a 0Σ  formula such that 

{ } ( ) ( ).,,,, tzwtAXJzvvw X θ∃ν⇔<|= νν  

Let iu  be the Gödel coding of 

(( ) ( ) ( ) ) ((( ) ) (( ) ) ) ( ( ) ) (( ) ( ) ( ) )130110300201 ,,,,,, vsvsvssssss iψ¬∈∀∧ψ∧θ  

and 

( ) ( ) ((( ) ( ) ( )).,, 0
,,300 suxsyssxihy iAXJ X

Σ
νν

=∧=∃⇔=  

This has the desired properties. Note Lemma 6! ~ 
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I will denote this 1Σ -Skolem function by ., Ahν  Let .: ,∅νν = hh  

Let us say that [ ]XLκ  has condensation if the following holds: 

If XS∈ν  and ,1 νIH p  then there is some XS∈μ  such that .μ≅ IH  

From now on, suppose that [ ]XLκ  is amenable and has condensation. 

Set ν= νν XJI X ,0  for all .κ∈ν ILim  

Lemma 13 (Gödel’s pairing function). There is a bijection OnOn →Φ 2:  

such that ( ) βα≥βαΦ ,,  for all α, β and αΦ−1  is uniformly 1Σ -definable over 

0
αI  for all .Lim∈α  

Proof. Define a well-ordering ∗<  on 2On  by 

δγ<βα ∗ ,,  

iff 

( ) ( )δγ<βα ,max,max  or 

( ) ( )δγ=βα ,max,max  and γ<α  or 

( ) ( )δγ=βα ,max,max  and γ=α  and .δ<β  

Let .,,: 2 <≅<Φ ∗ OnOn  Then Φ may be defined by the recursion 

( ) ( ){ },,sup,0 β<ν|ννΦ=βΦ  

( ) ( ) α+βΦ=βαΦ ,0,  if ,β<α  

( ) ( ) β+α+αΦ=βαΦ ,0,  if .β≥α  ~ 

So there is a uniform map from α onto α×α  for all α that are closed under 
Gödel’s pairing function. Such a map exists for all .Lim∈α  But then we have to 
give up uniformity. 

Lemma 14. For all ,Lim∈α  there exists a function from α onto α×α  that is 

1Σ -definable over .0
αI  
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Proof. by induction on .Lim∈α  If α is closed under Gödel’s pairing function, 
then Lemma 13 does the job. Therefore, if ω+β=α  for some ,Lim∈β  we may 

assume .0≠β  But then there is some over 1
0 ΣαI -definable bijection .: β→αj  

And by the induction hypothesis, there is an over 1
0 ΣαI -definable function from β 

onto .β×β  Thus there exists a 1Σ  formula ( )pyx ,,ϕ  and a parameter XJp β∈  

such that there is some β∈x  satisfying ( )pyx ,,ϕ  for all .β×β∈y  So we get an 

over 1
0 ΣβI -definable injective function β→β×β:g  from the 1Σ -Skolem function. 

Hence ( ) ( ) ( )( )τν=τν jjgf ,,  defines an injective function β→α2:f  which 

is 1Σ -definable over .0
αI  An h which is as needed may be defined by 

( ) ( )ν=ν −1fh  if ( ),frng∈ν  

( ) 0,0=νh  else. 

For ( ) ( ) .XJgrngfrng α∈=  

Now, assume 2Lim∈α  is not closed under Gödel’s pairing function. Then 

α∈τν,  for ( ),, 1 αΦ=τν −  and { }τν<|= ∗ ,: zzc  lies in .XJα  Thus cc :1−Φ  

α→  is an over 1
0 ΣαI -definable bijection. Pick a Lim∈γ  such that ., γ<τν  Then 

21 : γ→ααΦ−  is an over 1
0 ΣαI -definable injective function. Like in the first 

case, there exists an injective function γ→γ×γ:g  in XJα  by the induction 

hypothesis. So ( ) ( ( ) ( )) )ζΦξΦ=ζξ −− 11 ,, gggf  defines an over 1
0 ΣαI -definable 

bijection df →α2:  such that [ ] [ ][ ].: cgcggd ×=  Again, we define h by 

( ) ( )ξ=ξ −1fh  if ,d∈ξ  

( ) 0,0=ξh  else. ~ 

Lemma 15. Let .1+ω−∈α Lim  Then there is some over 1
0 ΣαI -definable 

function from α onto .XJα  This function is uniformly definable for all α closed 

under Gödel’s pairing function. 
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Proof. Let α×α→α:f  be a surjective function which is 1Σ -definable over 
0
αI  with parameter p. Let p be minimal with respect to the canonical well-ordering 

such that such an f exists. Define ,0f  1f  by ( ) ( )νν=ν 10 , fff  and, by 

induction, define α= idf1  and ( ) ( ) ( ) ., 10
1 νν=ν+ ffff nn o  Let α= hh :  be 

the canonical 1Σ -Skolem function and { }( )[ ].phH ×α×ω=  Then H is closed 

under ordered pairs. For, if ( ) ( )pjhypjhy ,,,,, 222111 ν=ν=  and 21, νν  

( ),τ= f  then 21, yy  is 1Σ -definable over 0
αI  with the parameters τ, p. Hence it is 

in H. Since H is closed under ordered pairs, we have .0
1 αIH p  Let 0: β→σ IH  be 

the collapse of H. Then ,β=α  because H⊆α  and .α=ασ id  Thus [ ] ,ff =σ  

and [ ]fσ  is 1Σ -definable over 0
αI  with the parameter ( ).pσ  Since σ is a collapse, 

( ) .pp ≤σ  So ( ) pp =σ  by the minimality of p. In general, ( )( ) ( )( )xihxih ππ ,,   

for 1Σ -elementary π. Therefore, ( )( ) ( )pihpih ,,,, ννσ   holds in our case for 

all ω∈i  and .α∈ν  But then HidH =σ  and .XJH α=  Thus we may define 

the needed surjective map by ,3fg o  where 

( ) yig =τν,,  if ( ) ( ),,,,, piyzSz νϕ∈∃ τ  

( ) ∅=τν,,ig  else. 

Here, τS  shall be defined as in Lemma 10 and 

 ( ) ( ) ( ).,,,, yxitJtxihy X ϕ∈∃⇔= α  ~ 

Let .,,:,0 AXJAI X ν= νν  

The idea of the fine structure theory is to code nΣ  predicates over large 

structures in 1Σ  predicates over smaller structures. In the simplest case, one codes 

the 1Σ  information of the given structure 0
βI  in a rudimentary closed structure 

,,0 AIρ  i.e., we want to have something like: 

Over ,0
βI  there exists a 1Σ  function f such that 

[ ] .XX JJf βρ =  
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For the 1Σ  formulae ,1ϕ  

( )( )xfIAxi iϕ⇔∈ β
0,  

holds. And 

AI ,0
ρ  is rudimentary closed. 

Now, suppose we have such an .,0 AIρ  Then every XJB ρ⊆  that is 1Σ -definable 

over 0
βI  is of the form 

( ){ }pxiAxB ,,|=  for some ., XJpi ρ∈ω∈  

So BI ,0
ρ  is rudimentary closed for all ( ) ( ).0

1
XJIB ρβΣ∈ PI  

The ρ is uniquely determined. 

Lemma 16. Let ω>β  and CI ,0
ρ  be rudimentary closed. Then there is at 

most one Lim∈ρ  such that 

CI ,0
ρ  is rudimentary closed for all ( ) ( )XJBIC ρβΣ∈ PI,0

1  

and 

there is an over 1
0, Σρ BI -definable function f such that [ ] .XX JJf βρ =  

Proof. Assume ρ<ρ  both had these properties. Let f be an over BI ,0
β  1Σ -

definable function such that [ ] XX JJf βρ =  and { ( )}.xfxJxC X ∉|∈= ρ  Then 

XJC ρ⊆  is 1Σ -definable over BI ,0
β  So CI ,0

ρ  is rudimentary closed. But then 

.XX JJCC ρρ ∈= I  Hence there is an XJx ρ∈  such that ( ).xfC =  From this, the 

contradiction ( ) ( )xfxCxxfx ∉⇔∈⇔∈  follows. ~ 

The uniquely determined ρ from Lemma 16 is called the projectum of .,0 BIβ  

If there is some over BI ,0
β  1Σ -definable function f such that [ ] ,XX JJf βρ =  then 

[ ( { })] XX
B JpJh βρβ =××ω,  for a .XJp β∈  Using the canonical function ,, Bhβ  we 

can define a canonical A: 
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Let p be minimal with respect to the canonical well-ordering such that the above 
property holds. Define 

{ ( )}.,,andand, 0 pxBIJxixiA i
X ϕ∈ω∈|= βρ  

We say p is the standard parameter of BI ,0
β  and A the standard code of it. 

Lemma 17. Let 0>β  and BI ,0
β  be rudimentary closed. Let ρ be the 

projectum and A the standard code of it. Then for all ,1≥m  the following holds: 

( ) ( ) ( ).,, 00
1 AIJBI m

X
m ρρβ+ Σ=Σ PI  

Proof. First, let ( ) ( )X
m JBIR ρβ+Σ∈ PI,0

1  and let m be even. Let P be a 

relation being 1Σ -definable over BI ,0
β  with parameter 1q  such that, for ,XJx ρ∈  

( )xR  holds ( ).,1310 xyPyyyy im−∀∃∀∃ L  Let f be some over BI ,0
β  with 

parameter 12Σq -definable function such that [ ] .XX JJf βρ =  Define ( )xzQ i ,  by 

X
i Jxz ρ∈,  and ( ) ( ) ( )( ).,and xyPzfyy iiii =∃  Let p be the standard parameter of 

.,0 BIβ  Then, by definition, there is some XJu ρ∈  such that 21, qq  is 1Σ -

definable in BI ,0
β  with the parameters u, p, i.e., there is some ω∈i  such that 

( )xzQ i ,  holds X
i Jxz ρ∈,  and ( ),,,,,0 puxzBI iiϕβ  i.e., iff X

i Jxz ρ∈,  

and ( ).,,, uxziA i  Analogously there is a ω∈j  and a XJv ρ∈  such that ∈z  

( ) XJfdom ρI  iff XJz ρ∈  and ( ).,, vzjA  Abbreviate this by ( ).zD  But then, for 

,XJx ρ∈  ( )xR  holds iff 

( ) ( ) ( ) ( )( ) ( )( ).,31201310 xzQzDzDandzDzDyyyy imm ⇒∧∧∧∧∧∀∃∀∃ −− LLL  

So the claim holds. If m is odd, then we proceed correspondingly. Thus 

( ) ( ) ( )AIJBI m
X

m ,, 00
1 ρρβ+ Σ⊆Σ PI  is proved. 

Conversely, let ϕ be a 0Σ  formula and XJq ρ∈  such that, for all ,XJx ρ∈  

( )xR  holds iff ( ).,,0 qxAI ϕρ  Since AI ,0
ρ  is rudimentary closed, ( )xR  holds 
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iff ( ) ( )XX JaJu ρρ ∈∃∈∃  (u  transitive and ux ∈  and uq ∈  and uAa I=  and 

( )).,, qxau ϕ  Write uAa I=  as formula: ( ) ( )Avanduvav ∈∈∈∀  and 

( ) ( ).avAvuv ∈⇒∈∈∀  If ,1=m we are done provided we can show that this is 

2Σ  over .,0 BIβ  If ,1>m  then the claim follows immediately by induction. The 

second part is .1Π  So we only have to prove that the first part is 2Σ  over .,0 BIβ  

By the definition of AvA ∈,  is 1Σ -definable over ,,0 BIβ  i.e., there is some 0Σ  

formula and some parameter p such that ( ) ( ).,,,0 pyvyBIAv ψ∃⇔∈ β  Now, 

we have two cases. 

In the first case, there is no over BI ,0
β  1Σ -definable function from some 

ρ<γ  cofinal in β. Then ( ) ( )Avav ∈∈∀  is 2Σ  over BI ,0
β  because some kind 

of replacement axiom holds, and ( ) ( ) ( )pyvyav ,,ψ∃∈∀  is over BI ,0
β  equivalent 

to ( ) ( ) ( ) ( ).,, pyvzyavz ψ∈∃∈∀∃  For ,ω=ρ  this is obvious. If ,ω≠ρ  then 
2Lim∈ρ  and we can pick ρ<γ  such that .XJa γ∈  Let XJj γ→γ:  an over γI  

1Σ -definable surjection, and g an over BI ,0
β -definable function that maps 

XJv β∈  to ( ) XJvg β∈  such that ( )( )pvgv ,,ψ  if such an element exists. We can 

find such a function with the help of the 1Σ -Skolem function. Now, define a 

function β→γ:f  by 

( ) =νf  the least β<τ  such that ( ) τ∈ν Sjg o  if ( ) aj ∈ν  

( ) 0=νg  else. 

Since f is ,1Σ  there is, in the given case, a β<δ  such that [ ] .δ⊆γf  So we have as 

collecting set ,δ= Sz  and the equivalence is clear. 

Now, let us come to the second case. Let ρ<γ  be minimal such that                      

there is some over BI ,0
β  1Σ -definable function g from cofinal in β. Then 

( ) ( ) ( )pyvyav ,,ψ∃∈∀  is equivalent to ( ) ( ) ( ( ) ) ( ).,, pyvSyav g ψ∈∃γ∈ν∃∈∀ ν  

If we define a predicate XJC ρ⊆  by ( )ν∈⇔∈ν gSyCv,  and ( ),,, pyvψ  then 
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( )( ) ( )pyvyavBI ,,,0 ψ∃∈∀β  is equivalent to ( ) ( ) ( )yavCI ∃γ∈ν∃∈∀β ,0  

( )., Cv ∈ν⋅  But this holds iff ( )wBI ∃β ,0  (w  transitive and wa ∈γ,  and 

( ) ( ) ( ) ( )).,, wCvyyavwCw II ∈ν∃∈ν∃∈∀  Since C is 1Σ  over ,,0 BIβ  

CI ,0
ρ  is rudimentary closed by the definition of the projectum, i.e., the statement 

is equivalent to ( ) ( )cwCI ∃∃ρ ,0  (w  transitive and wa ∈γ,  and wCc I=  and 

( ) ( ) ( ) ( )).,, cvyyavcw ∈ν∃∈ν∃∈∀  So, to prove that this is ,2Σ  it suffices 

to show that wCc I=  is .2Σ  In its full form, this is ( ) ( wzazz ∈⇔∈∀  and 

).Cz ∈  But Cz ∈  is even 1Δ  over BI ,0
β  by the definition. So we are finished. 

 ~ 

Lemma 18. (a) Let BXJBXJ XX ,,,,: β→βπ ββ  be 0Σ -elementary 

and [ ]βπ  be cofinal in β. Then π is even 1Σ -elementary. 

(b) Let AXJ X ,, νν  be rudimentary closed and →νπ ν XJ X ,:  

νν YJ X ,  be 0Σ -elementary and cofinal. Then there is a uniquely determined 
YJA ν⊆  such that AXJAXJ XX ,,,,: ν→νπ νν  is 0Σ -elementary and 

AXJ X ,, νν  is rudimentary closed. 

Proof. (a) Let ϕ be a 0Σ  formula such that ( ) ( )( ).,,, i
X xzzBXJ πϕ∃ββ  

Since [ ]βπ  is cofinal in β, there is a β∈ν  such that BXJ X ,, ββ  

( ( ) ) ( )( )., ixzSz πϕ∈∃ νπ Here, the νS  is defined as in Lemma 10. If ( ) ( ),νπν =π SS  

then ( )( ) ( )( ).,,, i
X xzSzBXJ πϕπ∈∃β νβ  So, by the 0Σ -elementarity of         

π, ( ) ( ),,,, i
X xzSzBXJ ϕ∈∃β νβ

 i.e., ( ) ( ).,,, i
X xzzBXJ ϕ∃β
β

 The 

converse is trivial. 

It remains to prove ( ) ( ).νπν =π SS  This is done by induction on ν. If 0=ν  or 

,Lim∉ν  then the claim is obvious by the definition of νS  and the induction 

hypothesis. So let Lim∈λ  and ( ).: λπ= SM  Then M is transitive by the 0Σ -

elementarity of π. And since ( ) λ<ν|=∈λ νλλ SJSLim X , i.e.  is definable over 
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λλ XJ X ,  by (the proof of) Lemma 10. Let ϕ be the formula ( ) ( ) ( ).ν∈ν∃∀ Sxx  

Since π is 0Σ -elementary, ( ) MXMXJS X Iλ→λπ λλ ,,:  is elementary. 

Thus, if ,, ϕλλ XJ X  then also ( ) ., ϕλ MXM I  Since M is transitive, we 

get τ= SM  for a .Lim∈τ  And, by ( ) ( ) ,τ==π=λπ τλ OnSOnS II  it follows 

that ( ) ( ).λπλ =π SS  

(b) Since AXJ X ,, νν  is rudimentary closed, XJSA νμ ∈I  for all ,ν<μ  

where μS  is defined as in Lemma 10. As in the proof of (a), ( ) ( ).μπμ =π SS  So we 

need ( ) ( )μπμ =π SASA II  to get that AXJAXJ XX ,,,,: ν→νπ νν  is 

0Σ -elementary. Since π is cofinal, we necessarily obtain { ( ) }.ν<μ|π= μSAA IU  

But then AXJ Y ,, νν  is rudimentary closed. For, if ,XJx ν∈  we can choose 

some ν<μ  such that ( ).μπ∈ Sx  And ( ( ) ) ( )μμπ π== SAxSAxAx IIIII  

.XJν∈  Now, let ( ),,, i
X xAXJ ϕνν  where ϕ is a 0Σ  formula and XJu ν∈        

is transitive such that .uxi ∈  Then ( )ixuAuXu ϕν II ,,  holds. Since 

ν→νπ νν XJXJ YY ,,:  is 0Σ -elementary, ( ) ( ) ( )uAuYu ππνπ II ,,  

( )( ).ixπϕ  Because ( )uπ  is transitive, we get ( )( )., i
Y xXJ πϕνν  This argument 

works as well for the converse. ~ 

Write ( )0
βICondB  if there exists for all BIH ,0

1 βp  some β  and some B  

such that .,0 BIH
β

≅  

Lemma 19 (Extension of embeddings). Let ,ω>β  0≥m  and BI ,0
β  be a 

rudimentary closed structure. Let ( )0
βICondB  hold. Let ρ be the projectum of 

,,0 BIβ  A the standard code and p the standard parameter of .,0 BIβ  Then 

( )0
ρICond A  holds. And if AI ,0

ρ  is rudimentary closed and AIAI ,,: 00
ρρ →π  

is mΣ -elementary, then there is an uniquely determined 1+Σm -elementary extension 

BIBI ,,:~ 00
ββ

→π  of π where ρ  is the projectum of ,,0 BI
β

 A  is the 

standard code and ( )p1~−π  is the standard parameter of .,0 BI
β
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Proof. Let ( ) { }( )[ ] BIprnghH B ,0
1, ββ ×π×ω= p  and BIBI ,,:~ 00

ββ
→π  

be the uncollapse of H. 

(1) π~  is an extension of π 

Let [ ]( )ρπ=ρ sup~  and .~
~XJAA ρ= I  Then AXJAXJ XY ~,~,,: ~ ρ→ρπ ρρ  

is 0Σ -elementary, and by Lemma 18, it is even 1Σ -elementary. We have ( ) =πrng  

.XJH ρI  Obviously, ( ) .~XJHrng ρ⊆π I  So let .~XJHy ρ∈ I  Then there is an 

ω∈i  and an ( )π∈ rngx  such that y is the unique XJy β∈  that satisfies 

( ).,,,0 pxyBI iϕβ  So by definition of A, y is the unique XJy β∈  such           

that ( ).,,~ xyiA  But ( )π∈ rngx  and AXJAXJ XY ~,~,,,: ~ ρ→ρπ ρρ  is      

1Σ -elementary. Therefore ( ).π∈ rngy  So we have proved that H is an ∈-end-

extension of ( ).πrng  Since π is the collapse of ( )πrng  and π~  the collapse of H, we 

obtain .~π⊆π  

(2) BIBI ,,:~ 00
ββ

→π  is 1+Σm -elementary 

We must prove .,0
1 BIH m β+p  If ,0=m  this is clear. So let 0>m  and let y 

be 1+Σm -definable in BI ,0
β  with parameters from ( ) { }.prng Uπ  Then we have to 

show .Hy ∈  Let ϕ be a 1+Σm  formula and ( )π∈ rngxi  such that y is uniquely 

determined by ( ).,,,0 pxyBI iϕβ  Let ( ) ( ).,,,
~

pxihxih   Then [ ] XX JJh βρ =
~  

by the definition of p. So there is a XJz ρ∈  such that ( ).~ zhy =  If such a z lies in 

,HJ X Iρ  then also ,Hy ∈  since .,, 0
1 BIHpz β∈ p  Let ( ) .~ XJhdomD ρ= I  

Then it suffices to show 

( ) ( ) ( ) ( ( ) ( ) )pxzhzhBIDzDz ii ,
~

,
~

,0
10 ψ∈∀∈∃∗ βL  

for some ,XJHz ρ∈ I  where ψ is 1Σ  for even m and 1Π  for odd m such that 

( ) ( ) ( ) ( ).,,,,,, 10
0 pxyzzzBIpxy iii ψ∀∃⇔ϕ β L  First, let m be even. Since A 

is the standard code, there is an ω∈0i  such that ( )xiADz ,0⇔∈  holds for all 
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−∈ ρ
XJz  and a ω∈0j  such that, for all ( ( ) ( ) )pxzhzhBIDzz iii ,

~
,

~
,, 0 ψ∈ β  

Thus (∗) is, for ,XJz ρ∈  equivalent with an obvious mΣ  formula. If m is odd, then 

write in ( ) ( ).,0 LL ψ¬¬∗ β BI  Then ψ¬   is 1Σ  and we can proceed as above. 

Eventually AIAI ,,: 00
ρρ →π  is mΣ -elementary by the hypothesis and π⊆π ~  

by (1) – i.e., .,0 AIJH m
X

ρρ pI  Since there is a XJz ρ∈  which satisfies (∗) and 

,, X
i JHpx ρ∈ I  there exists such a .XJHz ρ∈ I  Let .,0

1 AIH ρp  Let π be the 

uncollapse of H. Then π has a 1Σ -elementary extension .,,~ 00 BIBI ββ
→=π  So 

AIH ,0
ρ≅  for some ρ  and ,A  i.e., ( ).0

ρICond A  

(3) { ( ( ))}pxBIJxixiA i
X 10 ~,,andand,~ −

βρ πϕ∈ω∈|=  

Since AIAI ,,: 00
ρρ →π  is 0Σ -elementary, ( ) ( )( )xiAxiA π⇔ ,,  for .XJx ρ∈  

Since A is the standard code of ( )( ) ( )( ).,,,,, 00 pxBIxiAI i πϕ⇔πβ ββ  Finally, 

( )( ) ( ( )),~,,,, 100 pxBIpxBI ji
−

ββ πϕ⇔πϕ  because BIBI ,,:~ 00
ββ

→π  

is 1Σ -elementary. 

(4) ρ  is the projectum of BI ,0
β

 

By the definition of H, [ ( { ( )})].~ 1
, pJhJ X
B

X −
ρββ

π××ω=  So ( ) −~, xif  

( ( ) )pxih B
1

,
~,, −

β π  is a over BI ,0
β

 1Σ -definable function such that [ ]XJf ρ  

.XJ
β

=  It remains to prove that CI ,0
ρ  is rudimentary closed for all ∈C  

( ) ( ).,0
1

XJBI ρβ
Σ PI  By the definition of H, there exists an ω∈i  and a XJy ρ∈  

such that ( ( ))pyxBICx i
10 ~,,, −

β
πϕ⇔∈  for all .XJx ρ∈  Thus, by (3), 

( ).,, yxiACx ⇔∈  For ,XJu ρ∈  let { }.,, uxyxiv ∈|=  Then XJv ρ∈  and 

,XJvA ρ∈I  because AI ,0
ρ  is rudimentary closed by the hypothesis. But 

uCx I∈  holds iff .,, vAyxi I∈  Finally, XJρ  is rudimentary closed and 

therefore .XJuC ρ∈I  
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(5) ( )p1~−π  is the standard parameter of BI ,0
β

 

By the definition of H, [ ( { ( )})]pJhJ X
B

X 1
,

~−
ρββ

π××ω=  and, by (4), ρ  is the 

projectum of .,0 BI
β

 So we just have to prove that ( )p1~−π  is the least with this 

property. Suppose that ( )pp 1~−π<′  had this property as well. Then there were an 

ω∈i  and an XJx ρ∈ ~  such that ( ) ( ).,,,
1 pxihp B ′=π β
−  Since →π

β
BI ,:~ 0  

BI ,0
β  is 1Σ -elementary, we had ( )pxihp B ′= β ,,,  for ( ) .ppp <′π=′  And so 

also [ ( { })] .,
XX

B JpJh βρβ =′××ω  That contradicts the definition of p. 

(6) Uniqueness 

Assume 0
0 ,

0
BI

β
 and 1

0 ,
1

BI
β

 both have ρ  as projectum and A  as standard 

code. Let ip  be the standard parameter of .,0
iBI

iβ
 Then, for all ω∈j               

and ,XJx ρ∈  ( )00
0 ,,
0

pxBI jϕ
β

 iff ( )xjA ,  iff ( ).,, 11
0
1

pxBI jϕ
β

 So 

( ( )( )) ( )1,~0, ,,,,
1100

pxjhpxjh BB ββσ   defines an isomorphism ≅σ
β 0
0 ,:
0

BI  

,, 0
0
0

BI
β

 because, for both [ ( { })] X
i

X
B iii

JpJh βρβ =××ω,  holds. But since both 

structures are transitive, σ must be the identity. Finally, let BIBI ,,: 00
0 ββ

→π  

and BIBI ,,:~ 00
1 ββ

→π  be 1Σ -elementary extensions of π. Let p  be the 

standard parameter of .,0 BI
β

 Then, for every ,XJy β∈  there is an XJx ρ∈  and a 

ω∈j  such that ( )pxjhy B ,,,β=  and ( ) ( ) ( )( ) ( ).~,,~
1,0 ypxjhy B π=ππ=π β  

Thus .~~
10 π=π  ~ 

To code the nΣ  information of ,βI  where XS∈β  in a structure ,,0 AIρ  one 

iterates this process. 

For ,0≥n  ,XS∈β  let 

,,, 000
β=∅=β=ρ XAp  

=ρ +1n  the projectum of ,,0 nAI nρ
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=+1np  the standard parameter of ,,0 nAI nρ
 

=+1nA  the standard code of .,0 nAI nρ
 

Call 

nρ  the nth projectum of β, 

np  the nth (standard) parameter of β, 

nA  the nth (standard) code of β. 

By Lemma 17, Xn
nJA

ρ
⊆  is nΣ -definable over βI  and, for all ,1≥m  

( ) ( ) ( ).,0 n
m

X
mn AIJI nn ρρβ+ Σ=Σ PI  

From Lemma 19, we get by induction: 

For ,ω>β  ,1≥n  ,0≥m  let nρ  be the nth projectum and nA  be the nth code 

of β. Let AI ,0
ρ  be a rudimentary closed structure and nAIAI n ,,: 00

ρρ →=π  

be mΣ -elementary. Then: 

(1) There is a unique ρ≥β  such that ρ  is the nth projectum and A  is the nth 

code of .β  

For ,nk ≤  let 

kρ  be the kth projectum of β, 

kp  be the kth parameter of β, 

kA  be the kth code of β 

and 

kρ  be the kth projectum of ,β  

kp  be the kth parameter of ,β  

kA  be the kth code of .β  
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(2) There exists a unique extension π~  of π such that, for all ,0 nk ≤≤  

kk AIAI kk ,,~ 00
ρρ

→π  is knm −+Σ -elementary 

and ( ) .~ kk pp =π  

Lemma 20. Let .XS∈β<ω  Then all projecta of β exist. 

Proof. By induction on n. That 0ρ  exists is clear. So suppose that the first 

projecta ,:,...,, 10 nn ρ=ρρρ −  the parameters npp ...,,0  and the codes ,...,, 10 −nAA  
nAA =:  of β exist. Let Lim∈γ  be minimal such that there is some over AI ,0

ρ  

1Σ -definable function f such that [ ] .XX JJf ργ =  Let ( ) ( ).,0
1

XJAIC γρΣ∈ PI  

We have to prove that CI ,0
γ  is rudimentary closed. If  ,ω=γ  then ,ωγ = HJ X  

and this is obvious. If ,ω>γ  then 2Lim∈γ  by the definition of γ. Then it suffices 

to show XX JJC γδ ∈I  for .γ∈δ ILim  Let XJCB δ= I:  be definable over 

AI ,0
ρ  with parameter q. Since obviously ,ρ≤γ  XJC δI  is nΣ -definable over 

βI  with parameters ,...,,1
npp  q by Lemma 17. So let ϕ be a nΣ  formula such that 

( ).,...,,, 1 qppxICx nϕ⇔∈ β  Let 

[ ( { })],:
,1 qJhH X

An nn ××ω= δρ+  

[ ( { })],: 11,
n

nAn pHhH nn ××ω= −−ρ
 

[ ( { })],: 1
1,1 22

−
−ρ− ××ω= −−

n
nAn pHhH nn  

 etc. 

Since [ ]XL  has condensation, there is an μI  such that .1 μ≅ IH  Let π be the 

uncollapse of .1H  Then π is the extension of the collapse of 1+nH  defined in the 

proof of Lemma 19. Therefore, it is 1+Σn -elementary. Since XJB δ⊆  and =π δ
XJ  

,XJid δ  we get ( ( ) ( ) ( )).,...,,, 1111 qppxIBx n −−−
μ πππϕ⇔∈  So B is indeed 
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already nΣ -definable over .μI  Thus XJB 1+μ∈  by Lemma 8. But now we are done 

because .ρ<μ  For, if 

( ) ( ),,,,
,1 pxihxih nn An ρ+ =  

( ) ( ),,,, 11,
n

An pxihxih nn −−ρ
=  

 etc., 

then the function 11 += nhhh oLo  is 1+Σn -definable over .βI  Thus the function 

( )[ ]11 HHhh ×π= I  is 1+Σn -definable over μI  and [ ] .XX JJh μδ =  So ( )2XJh ρI  

is 1Σ -definable over AI ,0
ρ  by Lemma 17 and Lemma 19. And by the definition of 

γ, there is an over AI ,0
ρ  1Σ -definable function f such that [ ] .XX JJf ργ =  So if  

we had ,ρ≥μ  then hf o  was an over AI ,0
ρ  1Σ -definable function such that 

( ) [ ] .XX JJhf ρδ =o  That contradicts the minimality of γ. ~ 

Let ,XS∈ν<ω  nρ  be the nth projectum of ν, np  be the nth parameter and 

nA  be the nth Code. Let 

( ) ( ),,,
,1 xihxih nn An ρ+ =  

( ) ( ),,,, 11,
n

An pxihxih nn −−ρ
=  

 etc. 

Then define 

.11
1

+
+

ν = n
n hhh oLo  

We have: 

(1) nhν  is nΣ -definable over νI  

(2) [ ] ,νν ×ω IQh n
n p  if X

nJQ 1−ρ
⊆  is closed under ordered pairs. 
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Lemma 21. Let XS∈β<ω  and .1≥n  Then 

(1) the least ordinal Lim∈γ  such that there is a over nI Σβ -definable function 

f such that [ ] ,XX JJf βγ =  

(2) the last ordinal  Lim∈γ  such that CI ,0
γ  is rudimentary closed for all 

( ) ( ),X
n JIC γβΣ∈ PI  

(3) the least ordinal Lim∈γ  such that ( ) ( ) ,X
n JI ββ ⊆/Σγ IP  is the nth 

projectum of β. 

Proof. (1) By the definition of the nth projectum, there is an over 10 ,1
−

ρ −
nAI n  

1Σ -definable nf  such that [ ] ,1
XXn
nn JJf −ρρ

=  an over 20 ,2
−

ρ −
nAI n  1Σ -definable 

1−nf  such that [ ] ,21
1 XXn

nn JJf −− ρρ
− =  etc. But then kf  is kΣ -definable over βI  

by Lemma 17. So nffff oLoo 21=  is nΣ -definable over βI  and [ ] .XX JJf n βρ
=  

On the other hand, the projectum ρ  of a rudimentary closed structure BI ,0
β  

is the least ρ  such that there is an over BI ,0
β  1Σ -definable function f such         

that [ ] .XX JJf βρ =  For, suppose there is no such ρ<ρ  such that such an f, 

[ ] ,XX JJf βρ =  exists. Then the proof of Lemma 16 provides a contradiction. So if 

there was a nρ<γ  such that there is an over nI Σβ -definable function f such that 

[ ] ,XX JJf βρ =  then ( )21: X
nJfg −ρ

= I  would be an over 10 ,1
−

ρ −
nAI n  1Σ -definable 

function such that [ ] .1
XX
nJJg −ργ =  But this is impossible. 

(2) By the definition of the nth projectum, CI n ,0
ρ

 is rudimentary closed        

for all ( ) ( )., 10
1 1

Xn
nn JAIC

ρ
−

ρ −Σ∈ PI  But by Lemma 17, ( ) =Σ −
ρ −

10
1 ,1

nAI n  

( ) ( ).1
X

n nJI −ρβΣ PI  So, since ,1−ρ≤ρ nn  CI n ,0
ρ

 is rudimentary closed for all 

( ) ( ).X
n nJIC

ρβΣ∈ PI  
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Assume γ was a larger ordinal Lim∈  having this property. Let f be, by (1), an 

over nI Σβ -definable function such that [ ] .XX JJf n βρ
=  Set { ( )}.ufuJuC X

n ∉|∈=
ρ

 

Then C is nΣ -definable over βI  and .X
nJC

ρ
⊆  So CJ X ,γ  was rudimentary 

closed. And therefore XXX JJJCC n βγρ
⊆∈= I  and ( )ufC =  for some .X

nJu
ρ

∈  

But this implies the contradiction that ( ) ( ).ufuCuufu ∉⇔∈⇔∈  

(3) Let nρ=ρ :  and f by (1) an over nI Σβ -definable function such that 

[ ] .XX JJf n βρ
=  Let j be an over 1

0 ΣρI -definable function from ρ onto .XJρ  Let 

{ ( )}.njfvvC o∉|ρ∈=  Then C is an over nI Σβ -definable subset of ρ. If 

,XJC β∈  then there would be a ρ∈ν  such that ( ),ν= jfC o  and we had the 

contradiction ( ) .CjfC ∉ν⇔ν∉ν⇔∈ν o  Thus ( ) ( ) .X
n JI ββ ⊆/Σρ IP  But if 

ρ∈γ ILim  and ( ) ( ),βΣγ∈ ID nIP  then .XXX JJJDD βργ ⊆∈= I  So ( ) IγP  

( ) .X
n JI ββ ⊆Σ  ~ 

3. Morasses 

Let β+ω=β≤ω 11 , ILimS  and .: 1 β+ω=κ  

We write Card for the class of cardinals and RCard for the class of regular 
cardinals. 

Let <  be a binary relation on S such that: 

(a) If ,τν <  then .τ<ν  

For all { }τν|τ−∈ν <,RCardS  is closed. 

For ,RCardS −∈ν  there is a largest μ such that .μν<  

Let νμ  be this largest μ with .μν<  

Let 

{ }( ) { }.: τδ|δτδ|δ∈ν⇔τν <U<Lim  
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(b)  is a (many-rooted) tree. 

Hence, if RCard∉ν  is a successor in ,  then νμ  is the largest μ such that 

.μν  To see this, let ∗
νμ  be the largest μ such that .μν  It is clear that 

,∗νν μ≤μ  since μν<  implies .μν  So assume that .∗νν μ<μ  Then ∗
νμ/ν<         

by the definition of .νμ  Hence ({ })∗
νμδ|δ∈ν <Lim  and ({ }).∗

νμδ|δ∈ν Lim  

Therefore, ( )Lim∈ν  since v is a tree. That contradicts our assumption that  is 

a successor in .  

For ,S∈α  let α  be the rank of α in this tree. Let 

{ },insuccessorais: ν|∈ν=+ SS  

{ },0:0 =α|∈α= SS  

{ },:ˆ RCardSS −∈τ|μ= +
τ

+  

{ }.:ˆ RCardSS −∈τ|μ= τ  

Let { }.inofsuccessordirectais: αν|∈ν=α SS  For ,+∈ν S  let να  be 

the direct predecessor of ν in .  For ,0S∈ν  let .0:=αν  For ,0SS U+∉ν  let 

.: ν=αν  

(c) For ( )0, SS U+∈τν -RCard such that ,τν α=α  suppose: 

.τ<μ⇒τ<ν ν  

For all ,S∈α  suppose: 

(d) αS  is closed. 

(e) ( ) ,+α α≤Scard  

( ) ( )α≤α cardScard  if ( ) .α<αcard  

(f) ( ) ( ),supmax 1
00

1 ω==ω ISS  

( ) ( )1111 11 supmax ++ωω++ ω==ω
++ ii ii SS I  for all .β<i  
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Let SDD ˆ∈ν|= ν  be a sequence such that .DJD νν ⊆  

Let an DS ,, < -maplet f be a triple νν ,, f  such that RCardS −∈νν,  

and .: DD JJf
νν μμ →  

Let νν ,, ff  be an DS ,, < -maplet. Then we define ( )fd  and ( )fr  by 

( ) ν=fd  and ( ) .ν=fr  Set ( ) ( )xfxf =:  for DJx
νμ∈  and ( ) .: νν μ=μf  But 

( ) ( ) ,,, Xffrngfdom  etc. keep their usual set-theoretical meaning, i.e., ( ) =fdom  

( ) ( ) ( ) ,,, Xffrngfrngfdom =  etc. 

For ,νμ≤τ  let ( ) ,, DJff
τμ

τ τ=  where ( ).τ=τ f  Of course, ( )τf  needs 

not to be a maplet. The same is true for the following definitions. Let =−1f  

., 1νν −f  For ν′ν= ,, gg  and ,,, νν= ff  let .,, ν′ν= fgfg oo  If 

νν′= ,, gg  and νν= ,, ff  such that ( ) ( ),grngfrng ⊆  then set =− fg 1  

.,, 1 ν′ν − ff  Finally, set ., νν=
νμν

DJidid  

Let F  be a set of ( )DS ,, < -maplets νν= ,, ff  such that the following 

holds: 

(0) ( ) ( ) νν α=αν=ν ff ,  and f  is order-preserving. 

(1) For ,ν≠ idf  there is some ναβ  such that β=β idf  and ( ) .β>βf  

(2) If +∈τ S  and ,νμτν  then ( ) .F∈τf  

(3) If F∈gf ,  and ( ) ( ),frgd =  then .F∈fg o  

(4) If f, ( ) ( )frgrg =∈ ,F  and ( ) ( ),grngfrng ⊆  then .1 F∈− fg o  

We write ν⇒ν:f  if .,, F∈νν= ff  If F∈f  and ( ) ,ν=fr  then 

we write .ν⇒f  The uniquely determined β in (1) shall be denoted by ( ).fβ  Say 

F∈f  is minimal for a property ( )fP  if ( )gP  holds and ( )gP  implies .1 F∈− fg  

Let 

( ) =ν,, xuf  the unique minimal F∈f  for ν⇒f  and { } ( ),frngxu ⊆U  
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if such an f exists. The axioms of the morass will guarantee that ( )ν,, xuf  always 

exists if [ ]DLRCardS κ−∈ν  Therefore, we will always assume and explicitly 

mention that [ ]DLRCardS κ−∈ν  when ( )ν,, xuf  is mentioned. 

Say [ ]DLRCardS κ−∈ν  is independent if ( ( ) ) ννβ α<,0,fd  holds for all 

.να<β  

For [ ],DLRCardS κ−∈ντ  say ν is ξ-dependent on τ if ( ) .,, ννξα =
τ

idf  

For ,F∈f  let ( ) ( )[ ]( ).sup: fdff =λ  

For [ ]DLRCardS κ−∈ν  let 

( ){ },ν⇒|ν<λ=ν ffC  

( ) { ( ( ) ) }., ,, ν<β|ν<λ=νΛ νβ xfx  

It will be shown that νC  and ( )νΛ ,x are closed in ν. 

Recursively define a function ,1: Onkq →+νν  where :ω∈νk  

( ) ,00 =νq  

( ) ( )( )( )ν+Λ=+ νν ,1max1 kqkq  

if ( )( )( )ν+Λ ν ,1max kq  exists. The axioms will guarantee that this recursion 

breaks off (see Lemma 4 of [6]), i.e. there is some νk  such that either 

( )( ) ∅=ν+Λ νν ,1kq  

or 

( )( )ν+Λ νν ,1kq  is unbounded in ν. 

Define by recursion on ,1 ω∈≤ n  simultaneously for all [ ],DLRCardS κ−∈ν  

ν∈β  and DJx
νμ∈  the following notions: 

( ) ( ),,,
1

,, νβνβ = xx ff  
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( ) =ντ ,n the least SSS ˆ0 UU +∈τ  such that for some ,DJx
νμ

∈  

( ) ,1
,, ννα =

τ
idf x  

( ) =ν,nx  the least DJx
νμ∈  such that ( ( ) ) ,,,, ννα =

ντ
idf n

xn
 

{ ( ( ( ) ) ) ( ) },,,,, ν<β|α<= ντννβν n
n

nx
n fdK  

ν⇒nf  iff ν⇒f  and for all ,1 nm <≤  

( )
( ) ( ) ( ) ,,, ,1 ,,

m
m

DD KDJJfrng
mm ννταα α

ντντ
pI  

( ) ( ),, frngmx ∈ν  

( ) =ν
n
uf ,  the minimal ν⇒nf  such that ( ),frngu ⊆  

( ) { }( ),,,,
n

x
n

x ff νβνβ =
U

 

ν⇒⇔ν⇒ν nn ff ::  and .: ν⇒νf  

Here definitions are to be understood in Kleene’s sense, i.e., that the left side is 
defined iff the right side is, and in that case, both are equal. 

Let 

=νn  the least n such that ( )
n

xf
νμγ ,,  is confinal in ν for some ,DJx

νμ
∈  

,νγ  

=νx  the least x such that ( ) .,, ν
ν

νν μμα = idf n
x  

Let 

ν
∗
ν α=α  if ,+∈ν S  

{ ( ( ) ) }α=βν<α=α ν
νν μα

∗
ν

n
xf ,,|sup  if .+∉ν S  

Let { } { }.,: ν
+

ντν ∈τμτν|= xSxP U  
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We say that DS ,,, FM <=  is an ( )βω ,1 -morass if the following axioms 

hold: 

(MP - minimum principle) 

If [ ]DLRCardS κ−∈ν  and ,DJx
νμ∈  then ( )ν,,0 xf  exists. 

(LP1 - first logical preservation axiom) 

If ,: ν⇒νf  then νμνμ μ→μ
νν

DJDJf DD ,,:  is 1Σ -elementary. 

(LP2 - second logical preservation axiom) 

Let ν⇒ν:f  and ( ) .xxf =  Then 

( ) ( ) ( )νΛν→νΛν ννν ,,,,,,: xDJxDJJf DDD  

is 0Σ -elementary. 

(CP1 - first continuity principle) 

For ,λ<≤ ji  let ν⇒νiif :  and jiijg ν⇒ν:  such that .1
ijij ffg −=  Let 

λ<| igi  be the transitive, direct limit of the directed system λ<≤| jigij  and 

ig fh i =  for all .λ<i  Then ., F∈hgi  

(CP2 - second continuity principle) 

Let ν⇒ν:f  and [ ]( ).sup ν=λ f  If, for some λ→λ λλ
DJDJh DD ,,:,  

is 1Σ -elementary and ( ) ( ),hrngJfrng D ⊆ν  then there is some λ⇒λ:g  such 

that .hJg D =λ  

(CP3 - third continuity principle) 

If ( ){ }ν⇒|ν<λ=ν ffC  is unbounded in [ ],DLRCardS κ−∈ν  then the 

following holds for all :DJx
νμ

∈  

( ( ) ) { ( ( ) ) }.,,0,,0 νλν ∈λ|= Cfrngfrng xx U  

(DP1 - first dependency axiom) 

If ,
ναν μ<μ  then [ ]DLRCardS κ−∈ν  is independent. 
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(DP2 - second dependency axiom) 

If [ ]DLRCardS κ−∈ν  is η-dependent on ( ) τ=τν⇒ν∈τντ + ffS ,:,,  

and ( ),frng∈η  then ( ) .: τ⇒ττf  

(DP3 - third dependency axiom) 

For [ ]DLRCardS κ−∈ν ˆ  and ,1 ω∈≤ n  the following holds: 

(a) If ( )
0

,, , SSidf n
x U+

ννα ∈τ=
τ

 and ,ντ  then .τν μ=μ  

(b) If ( ),, ντα<β n  then also ( ( )( )) ( ).,,,, ντννβ α< n
n

nxfd  

(DF - definability axiom) 

(a) If ( ) νν = idf z ,,0 0  for some [ ]DLRCardS κ−∈ν ˆ  and ,0
DJz
νμ∈  then 

{ ( )( ) ( ( ) )}νμν ∈∈|
ν ,,0,,0 ,,, z

D
z fdomxJzxfxz  

is uniformly definable over .,,
νν μνμ μ DDJ D  

(b) For all [ ],DLRCardS κ−∈ν  ,DJx
νμ

∈  the following holds: 

( ) ( )
.

,,,,,0,,0
ν

νν
∗
ν μανν = n

Pxx ff  

This finishes the definition of an ( )βω ,1 -morass. 

A consequence of the axioms is ( )×  by [6]: 

Theorem. 

{ ( )( ) ( ( ) )}τμττ ∈∈ν=μν<τ|τ
τ ,,0,,0 ,,,,,, z

D
z fdomxJzxfxz  

{ ( )( ) ( ( ) )}νμνν ∈∈ν=μ|
ν ,,0,,0 ,,,, z

D
z fdomxJzxfxzU  

( )2νIU  

is for all S∈ν  uniformly definable over .,, νν ν DDJ D  
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A structure DS ,,, FM <=  is called an β+ω1 -standard morass if it satisfies 

all axioms of an ( )βω ,1 -morass except (DF) which is replaced by: 

ν⇒τν <  is regular in DJτ  

and there are functions ( )νσ ,x  for Ŝ∈ν  and DJx ν∈  such that: 

(MP)+ 

( )[ ] ( ( ) )νν =ωσ ,,0, xx frng  

(CP1)+ 

If ν⇒ν:f  and ( ) ,xxf =  then ( ) ( ).,, νν σ=σ xx f o  

(CP3)+ 

If νC  is unbounded in ν, then ( ) { ( ) }.,,,
D

xx JxC λνλν ∈∈λ|σ=σ U  

(DF)+ 

(a) If ( ) νν = idf x,,0  for some ,DJx ν∈  then 

{ ( )( ) ( ( ) )}ννν σ∈∈|σ ,, ,,, z
D

z domiJzizi  

is uniformly definable over .,,
νν μνμ μ DDJ D  

(b) If νC  is unbounded in ν, then .νν = CD  If it is bounded, then =νD  

{ ( )( ) ( ( ) )}., ,, νν νν
σ∈|σ qq domiii  

Now, I am going to construct a κ-standard morass. 

Let ( )νβ  be the least β such that ν+β
XJ 1  singular. 

Let [ ]XLκ  satisfy amenability, condensation and coherence such that =XS  

( ) [ ]{ }XLκν|νβ in singular   and [ ] .κ=κ ICardCard XL  

Let 

ν⇔τν :<  regular in .τI  
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Let 

[ ].XLRCardLimE κ−=  

For ,E∈ν  let 

( ) =νβ  the least β such that there is a cofinal ( )β∈ν→ IDefaf :  and 

,ν<ν′⊆a  

( ) =νn  the least 1≥n  such that such an f is nΣ -definable over ( ),νβI  

( ) =νρ  the ( )( )1−νn th projectum of ( ),νβI  

=νA  the ( )( )1−νn th standard code of ( ),νβI  

( ) =νγ  the ( )νn th projectum of ( ).νβI  

If ,CardS −∈ν +  then the ( )νn th projectum  of ( )νβ  is less or equal =αν :  

the largest cardinal in :νI  Since να  is the largest cardinal in ,νI  there is, by 

definition of ( )νβ  and ( ),νn  some over ( ) ( )ννβ ΣnI -definable function f such that 

[ ]ναf  is cofinal in ν. But, since ν is regular in ( ),νβ  f cannot be an element of 

( ).
XJ νβ  So ( ) ( )( ( ) ) ( ).

X
n JI νβνβν ⊆/Σν×ν IP  By Lemma 14, also ( ) ( )( ( ) )νβνΣν InIP  

( ).
XJ νβ⊆/  Using Lemma 21(3), we get ,ν≤γ  i.e., there is an over ( ) ( )ννβ ΣnI -

definable function g such that [ ] ( ).
XJg νβ=ν  On the other hand, there is, for every 

ν<τ  in ,XJν  a surjection from να  onto τ, because να  is the largest cardinal in 

.νI  Let τf  be the ν< -least such. Define ( ) ( )( )σ=τσ τffj ,1  for ., ν<τσ  Then 1j  

is ( )νΣn -definable over ( )νβI  and [ ] .1 ν=α×α ννj  By Lemma 15, we obtain an 

over ( ) ( )ννβ ΣnI -definable function 2j  from a subset of να  onto ν. Thus 2jg o  is 

an over ( ) ( )ννβ ΣnI -definable map such that [ ] ( ).2
XJjg νβν =αo  

Moreover, ( ):νρ≤ν<αν  By definition of ( ),νρ  there is an over 

( ) ( ) −−ννβ Σ
1n

I -definable function f such that ( )[ ] ( )νβ=νρf  if ( ) .1>νn  But ν is 

( ) −−ν
Σ

1n
-regular over ( ).νβI  Thus ( ).νρ≤ν  If ( ) ,1=νn  then ( ) ( ) .ν≥νβ=νρ  
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By the first inequality, there is a q such that every ( )
XJx νρ∈  is 1Σ -definable in 

( ) ννρ AI ,0  with parameters from { }.qUνα  Let νp  be the ( )νρ< -least such. 

Obviously, ντ ≤ pp  if .νμτν  

Thus { }+ντν ∈τμτν|= SpP ,:  is finite. 

Now, let .+−∈ν SE  By definition of ( ),νβ  there exists no cofinal ν→af :  

in XJβ  such that a .ν<ν′⊆a  So ( ) ( )( ( )) ( ).
X

n JI νβνβν ⊆/Σν×ν IP  Then, by 

Lemma 14, ( ) ( )( ( ) ) ( ).
X

n JI νβνβν ⊆/Σν IP  Hence, by Lemma 21(3), 

( ) .ν≤νγ  

Assume ( ) .ν<νρ  Then there was an over ( ) ( ) 1−ννβ ΣnI -definable f such that 

( )[ ] .ν=νρf  But this contradicts the definition of ( ).νn  So 

( ).νρ≤ν  

Using Lemma 21(1), it follows from the first inequality that there is some over 

( ) ( )ννβ ΣnI -definable function f such that [ ] ( ).
XX JJf νβν =  So there is a ( )

XJp νρ∈  

such that every ( )
XJx νρ∈  is 1Σ -definable in ( ) ννρ AI ,0  with parameters from 

{ }.pUν  Let νp  be the least such. 

Let 

{ ( ) [ ( { })] }.sup , α=ν××ω|ν<α=α νανρ
∗
ν ν

IpJh X
A  

Then ν<α∗ν  because, by definition of ( ),νβ  there exists a ν<ν′  and a  

( )
XJp νρ∈  such that ( ) [ ( { })]., νν′νρ ××ω

ν
pJh X

A  is cofinal in ν. But p is in 

( ) [ ( { })]., νννρ ××ω
ν

pJh X
A  So there is an ν<α  such that ( ) [ ( { })]νανρ ××ω

ν
pJh X

A,  

νI  is cofinal in ν. Thus .ν<α<α∗ν  

If ,+∈ν S  then we set .: ν
∗
ν α=α  
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For ,E∈ν  let ν⇒ν:f  iff, for some ,∗f  

(1) ,,, νν=
νμ

∗ DJff  

(2) 
νν μμ

∗ → IIf :  is ( )νΣn -elementary, 

(3) ( ),,,, ∗
ν

∗
μν

∗
ν ∈αα

ν
frngPp  

(4) ( )∗∈ν frng  if ,νμ<ν  

(5) ( ) ν=νf  and .++ ∈ν⇔∈ν SS  

By this, F  is defined. 

Set .XD =  

Let ∗
νP  be minimal such that ( ) ( ) ν

∗
ν

−ν
μ =
ν

PPihn ,1  for an .ω∈i  

Let ∗∗
μνα  be minimal such that ( ) ( ) ∗

μ
∗∗
μ

−ν
μ ννν

α=α,1 ihn  for some .ω∈i  

Set  

∅=ν∗  if ( ),νρ=ν  

ν=ν∗  if ( ).νρ<ν  

For ,On∈τ  let τS  be defined as in Lemma 10. For τ⊆∈τ SEOn i,  and a 

0Σ  formula ϕ, let 

( )mE xxh
i

...,,1,
ϕ
τ  the least τ∈ Sx0  w.r.t. the canonical well-ordering such that 

( )ii xES ϕτ ,  if such an element exists, 

and 

( ) ∅=ϕ
τ mE xxh

i
...,,1,  else. 

For On∈τ  such that ,,,,, τ
∗
ν

∗∗
μν

∗
ν

∗ ∈ααν
ν

SPp  let ( )ταν ,H  be the closure of 
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{ }∗ν
∗∗
μν

∗
ν

∗
α ν

ααν PpS ,,,,U  under all .,,
ϕ
τ τντ SASXh II  Then 

( ) { }∗ν
∗∗
μν

∗
ν

∗
τνττν ν

ααντα PpSASXSH ,,,,,,,, 1 IIp  

by the definition of .,,
ϕ
τ τντ SASXh II  Let ( )ταν ,M  be the collapse of ( )., τανH  

Let 0τ  be the minimal τ such that .,,,, τ
∗
ν

∗∗
μν

∗
ν

∗ ∈ααν
ν

SPp  Define by induction 

for ( ):0 νρ<τ≤τ  

( ) ,0 να=τα  

( ) ( )( )( ),1,sup1 ν+ττα=+τα ν IM  

( ) ( ){ }λ<τ|τα=λα sup  if .Lim∈λ  

Set 

( ) ( )( ) ( ){ }νρ∈τ<τ|ττατα= νν 0,, MB  if ( ),νρ<ν  

{ } { }∗
ν

∗∗
μν

∗
ν

∗
νν ν

ααν×= PpAB ,,,,,10 U  else. 

Lemma 22. XJB νν ⊆  and νν BI ,0  is rudimentary closed. 

Proof. If ( ),νρ=ν  then both claims are clear. Otherwise, we first prove 

( ) XJM ν
ν ∈τα,  for all ν<α  and all ( )νρ∈τ  such that ( ).0 νρ<τ≤τ  Let such 

a τ be given and ( ) Lim−νρ∈τ′  be such that τ′τντ ∈ SSASX II ,  (rudimentary 

closedness of ( ) ).,0
ννρ AI  Let ( ).sup: LimIτ′=η  Let H be the closure of 

{ }ηαανα τνττ
∗
ν

∗∗
μν

∗
ν

∗
ν

,,,,,,,, SASSXPp IIU  

under all .ϕτ′h  Let SH ≅σ :  be the collapse of H and ( ) .η=ησ  If ,XS∈η  then 

τ′= SS  for some τ′  by the condensation property of [ ].XL  If ,XS∉η  then 
η

τ′= XSS  for some ,τ′  where η
τ′
XS  is defined like τ′S  with ηX  instead of X. 

The reason is that, even if ,XS∉η  it is the supremum of points in ,XS  because 

( ) [ ]{ }.insingular XLS X
κν|νβ=  In both cases, XJS

νρ∈  and there is a function 
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in ω+ηI  that maps 

{ ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )}ησσσσσασσασνσα τνττ
∗
ν

∗∗
μν

∗
ν

∗
ν

,,,,,,,, SASSXPp IIU  

onto S. So ν would be singular in XJ
νρ  if .τ′≤ν  But this contradicts the definition 

of ( ).νβ  Therefore,  

( ) ( ) ( ) ( ) ( ),,,,, ∗
ν

∗∗
μν

∗
ν

∗ σασσασνσ
ν

Pp  

( ) ( ) ( ) ( ) .,,, XJSASSX ντνττ ∈ησσσσ II  

Let ( )ταν ,H  be the closure of  

{ ( ) ( ) ( ) ( ) ( ),,,,, ∗
ν

∗∗
μν

∗
ν

∗
α σασσασνσ

ν
PpS U  

( ) ( ) ( ) ( )}ησσσσ τνττ ,,, SASSX II  

 under all ( ) ( ) ( ),,,
ϕ

σσσ τνττ SASXSh
II

 where these are defined like ϕ
τ iEh ,  but with 

( )τσ S  instead of .τS  Then 

( ) ( ) ( ) ( ) { ( ),,,,, 1
∗

τνττν νσσσστα SASXSH IIp  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )}ησσσσσασσασ τνττ
∗
ν

∗∗
μν

∗
ν ν

,,,,,,, SASSXPp II  

and ( )ταν ,M  is the collapse of ( )., τανH  Since ( )νρ<ν  and ν is a cardinal in 

( ) ., −
ννβ ZFJI X  So we can form the collapse inside .XJν  Thus ( ) ., XJM νν ∈τα  

Now, we turn to rudimentary closedness. Since νB  is unbounded in ν, it 

suffices to prove that the initial segments of νB  are elements of .XJν  Such an initial 

segment is of the form ( )( ) ,, γ<τ|ττανM  where ( ),νρ<γ  and we have 

( )( ) ( )( ),,, ττα=δτα ντν HH  where τδ  is for γ<τ  the least τ≥η  such that 

( )( ) { }., γγτα∈η ν UH  Since ( )( ) { } ,,,,, 1 LIIp γνγγντ γτα∈δ SASXSH  

( )( )( ) ( )( ) ( )( ).,, , ττα=δτα ν
γγα

τν
ν HH H  Let ( )( ) γν →γγαπ SM ,:  be the uncollapse 

of ( )( )., γγανH  Then, by the 1Σ -elementarity of ( )( ) ( )( )τνν δτα=τταπ ,,, MM  
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is the collapse of ( ( ( ) ( ))) ( )( )., ,1 γγα
τ

− νδπτα MH  So ( )( ) γ<τ|τταν ,M  is definable 

from ( )( ) ., XJM νν ∈γγα  ~ 

Lemma 23. For ,, X
i Jyx ν∈  the following are equivalent: 

 (i) x is 1Σ -definable in ( ) ννρ AI ,0  with the parameters ,iy  ,∗ν  ,∗να  ,νp  

,∗∗
μνα  .∗νP  

(ii) x is 1Σ -definable in νν BI ,0  with the parameters .iy  

Proof. For ( ),νρ=ν  this is clear. Otherwise, let first x be uniquely determined 

in ( ) ννρ AI ,0  by ( ) ( ),,,,,,,, ∗
ν

∗∗
μν

∗
ν

∗
ν

αανψ∃ Ppyxzz i  where is a 0Σ  formula. 

That is equivalent to ( ) ( ) ( )∗
ν

∗∗
μν

∗
ν

∗
τ ν

αανψ∈∃τ∃ PpyxzSz i ,,,,,,,  and that 

again to ( ) ( )( ) ( ) ( ).,,,,,,,, ∗
ν

∗∗
μν

∗
ν

∗
ν ν

αανψ∃ττατ∃ PpyxzzH i  If τ is large 

enough, the iy  are not moved by the collapsing map, since then ( ) ⊆∈ τα
X

i Jy  

( )( )., ττανH  Let ,ν  α, p, ,α′  P be the images of ,∗ν  ,∗να  ,νp  ,∗∗
μνα  ∗

νP  under 

the collapse. Then 

( ) ( ( ) ( )( ) ( ) ( ))PpyxzzMandJy i
X

i ,,,,,,,, α′ανψ∃ττα∈τ∃ ντα  

defines x. So it is definable in .,0
νν BI  

Since νB  and the satisfaction relation of BI ,0
γ  are 1Σ -definable over 

( ) ,,0
ννρ AI  the converse is clear. ~ 

Lemma 24. Let νν BIH ,0
1p  for a E∈ν  and ννμ →π BIBI ,,: 00  be 

the uncollapse of H. Then E∈μ  and .μ= BB  

Proof. First, we extend π like in Lemma 19. Let 

{ ( ) xJxM X |∈= νρ  is 1Σ -definable in ( ) ννρ AI ,0  with parameters from 

( ) { }}.,,,, ∗
ν

∗∗
μ

∗
ν

∗
ν ν

αανπ Pprng U  
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Then ( ) .XJMrng ν=π I  For, if ,XJMx ν∈ I  then there are by definition of 

( )π∈ rgnyM i  such that x is 1Σ -definable in ( ) ννρ AI ,0  with the parameters iy  

and ,νp  ,∗ν  ,∗∗
μνα  .∗νP  Thus it is 1Σ -definable in νν BI ,0  with the iy  by Lemma 

23. Therefore, ( )π∈ rngx  because ( ) .,0
1 ννπ∈ BIrngyi p  Let →π ρ AI ,:ˆ 0  

( ) ννρ AI ,0  be the uncollapse of M. Then π̂  is an extension of π, since XJM νI  is 

an ∈-initial segment of M and ( ) .XJMrng ν=π I  In addition, there is by Lemma 

19, a ( )νΣn -elementary extension ( )νββ →π II:~  such that ρ is the ( )( )1−νn th 

projectum of βI  and A is the ( )( )1−νn th standard code of it. Let ( ) ν=π pp~  and 

( ) .~ ∗
να=απ  And we have ( ) ν=μπ~  if ( ).νβ<ν  In this case, ( )π∈ν rng  by the 

definition of .∗ν  Since π~  is 1Σ -elementary, cardinals of XJμ  are mapped on 

cardinals of .XJν  

Assume .+∈ν S  Suppose there was a cardinal α>τ  of .XJμ  Then ( ) τα>τπ  

was a cardinal in .XJν  But this is a contradiction. 

Next, we note that μ is ( )νΣn -singular over .βI  If ,+∈ν S  then, by the 

definition of ,νp  { }( )[ ]phJ A
X ×α×ω= ρρ ,  is clear. So there is an over AI ,0

ν  

1Σ -definable function from α cofinal into μ. But since ρ is the ( )( )1−νn th 

projectum and A is the ( )( )1−νn th code of it, this function is nΣ -definable over 

.βI  Now, suppose .+∉ν S  Let [ ]( ).sup: μπ=λ  Since ,∗να>λ  there is a λ<γ  

such that 

( ( ) [ ( { })] ) .sup , λ≥ν××ω νγνρ ν
IqJh X

A  

And since ( )πrng  is cofinal in λ, there is such a  ( ).π∈γ rng  Let ( ).γπ=γ  By the 

1Σ -elementarity of μ<γπ,~  and setting ( ) ν=π qq~  we have for every ,μ<η  

( ) ( ) ( ) .,,, , η>∃∈∃ ργρ pxihiJxAI A
X  

Hence [ ( { })]qJh X
A ××ω γρ,  is cofinal in μ. This shows .E∈μ  
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On the other hand, μ is ( ) 1−νΣn -regular over βI  if ( ) .1>νn  Assume there    

was an over ( ) 1−νβ ΣnI -definable function f and some μ∈x  such that [ ]xf  was 

cofinal in μ, i.e., ( ) ( ) ( )( )yxfxzy >∈∃μ∈∀  would hold in .βI  Over ,βI  

( ) ( )( )yzfxz >∈∃  is ( ) .1−νΣn  So it is 0Σ  over .,0 AIρ  But then also 

( ) ( ) ( )( )yzfxzy >∈∃μ∈∀  is 0Σ  over AI ,0
ρ  if .ρ<μ  Hence it is ( )νΣn  over 

.βI  But then the same would hold for ( )xπ~  in ( ).νβI  This contradicts the definition 

of ( )!νn  Now, let .ρ=μ  Since λ is the largest cardinal in ,μI  we had in f also an 

over ( ) 1−νβ ΣnI -definable function from α onto ρ and therefore one from α onto β. 

But this contradicts Lemma 21 and the fact that ρ is the ( )( )1−νn th projectum of β. 

If ( ) ,1=νn  then we get with the same argument that μ is regular in .βI  

The previous two paragraphs show ( )μβ=β  and ( ) ( ).ν=μ nn  We are done if 

we can also show that ( ) ( ) ,,,, ∗
ν

∗
μμ

∗∗
μ

∗∗
μ

∗
μ =π=α=απα=α

νμ
PPpp  because π~  is 

1Σ -elementary, ( ( )) ( ) ( ) ( )
( )iSASXiSAASX xhxh ϕ

τπ
ϕ
τ τπντπτμμτ

=π ~~ ,,~,,,
~

IIII
 for all 1Σ  

formulas ϕ and .τ∈ Sxi  

For μ
+ α=α∈ν ,S  was shown above. So let .+∉ν S  By the 1Σ -elementarity 

of ,~π  we have for all ,μ∈α  

[ ( { })] ( ) [ ( ( ) { })] ( ).,, απ=ν××ω⇔α=μ××ω ναπνραρ ν
II pJhpJh X

A
X

A  

The same argument proves ( ) .∗∗
μ

∗∗
μ νμ

α=απ  Finally, μ= pp  and ( ) ∗
ν

∗
μ =π PP  can 

be shown as in (5) in the proof of Lemma 19. ~ 

Lemma 25. Let νν BIH ,0
1p  and ( )ν=λ IHsup  for a .E∈ν  Then 

E∈λ  and .λλν = BJB XI  

Proof. Let XJBIBI λνλμμ →π I,,: 00
0  be the uncollapse of H and let 

ννλνλ →π BIJBI X ,,: 00
1 I  be the identity. Since [ ]XL  has coherence, 0π  

and 1π  are 0Σ -elementary. By Lemma 18, 0π  is even 1Σ -elementary, because it is 
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cofinal. To show ,XJBB λνλ = I  we extend 0π  and 1π  to ( ) →π μμρ AI ,:ˆ 0
0  

AI ,0
ρ  and ( ) νμρρ →π AIAI ,,:ˆ 00

1  in such a way that 0π̂  is 1Σ -elementary 

and 1π̂  is 0Σ -elementary. Then we know from Lemma 19 that ρ is the ( )( )1−νn th 

projectum of some β and A is the ( )( )1−νn th code of it. So there is a ( )νΣn -

elementary extension of .:~
0 ββ →π II  We can again use the argument from 

Lemma 24 to show that λ is ( ) 1−νΣn -regular over .βI  But on the other hand, λ is as 

supremum of ( )νΣnOnH I -singular over .βI  From this, we conclude as in the 

proof of Lemma 24 that .XJBB λνλ = I  

First, suppose .+∈ν S  Since ,,0
1 ννν ∈α BIH p  .ν≤λ<αν  Since νν α(I  

is the largest cardinal), we therefore have .Card∉λ  In addition, να  is the largest 

cardinal in .λI  Assume τ was the next larger cardinal. Then τ was 1Σ -definable           

in λI  with parameter να  and some H∈τ′  and hence it was in H. By the                   

1Σ -elementarity of ( ) ( ) μν
−− α=απ>τππ 1
0

1
00,  was also a cardinal in .μI  But this 

contradicts the definition of .μα  

But now to .XJBB λνλ = I  First, assume .+∉ν S  Let μμππ=π BI ,: 0
01 o  

νν→ BI ,0  and ( ) ( ) ννρμμρ →π AIAI ,,:ˆ 00  be the extension constructed in the 

proof of Lemma 24. Let ( )( ).ˆsup π=γ rng  Then ( ( ) ) ( ) μμργμρ ×π=π′ AIJJ XX ,:ˆˆ 0I  

XJAI γνγ→ I,0  is 0Σ -elementary, by coherence of [ ],XLκ  and cofinal. Thus        

π′ˆ  is 1Σ -elementary. Let [ ( { })]νλγ
××ω=′

γν
pJhH X

JA XI,
 and →π ρ AI ,:ˆ 0

1  

( ) ννρ AI ,0  be the uncollapse of .H ′  Then ( ) .ˆ HrngH ′⊆π′=  To see this, let ∈z  

( )π′ˆrng  and ( ).ˆ yz π′=  Then, by definition of ,μp  there is an XJx μ∈  and an ω∈i  

such that ( ) ( ).,,, μμρ μ
= pxihy A  By the 1Σ -elementarity of ,π̂′  we therefore have 

=z  ( ( ) ( ) ).ˆ,ˆ,
, μγ

π′π′
γν

pxih XJA I
 But ( ) ( ) νμμ =π=π′ ppp ˆˆ  and ( ) .ˆ XJx λ∈π′  

In addition, ( ) .sup λ=ν′ IH  That ( ) λ≥ν′ IHsup  is clear. Conversely, let 
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,ν′∈ IHx  i.e., ( )νγ γν
= pyihx XJA

,,
, I

 for some ω∈i  and a .XJy λ∈  Then x 

is uniquely determined by ( ) ( ).,,,,0
νγνγ ψ∃ pyxzzJAI i

XI  But such a z 

exists already in a ( ),,0 τανH  where ( )ταν ,0H  is the closure of αS  under               

all .,,
ϕ
τ τντ SASXh II  Since ( )( )π=γ ˆsup rng  and ( )( )π=λ rngsup  we can pick         

such ( )π∈τ ˆrng  and ( ).π∈α rng  Let ( )τπ=τ −1ˆ  and ( ).ˆ 1 απ=α −  Let =ϑ  

( ( ))ταν ν ,sup 0HI  and ( ( )).,sup 0 ταμ=ϑ μHI  Since ν is regular in ( ) ., ν<ϑνρI  

Analogously, .μ<ϑ  But of course ( ) .ˆ ϑ=ϑπ  So ( ) [ ]( ) .ˆsupˆ λ=μπ<ϑπ=ϑ<x  

If ,+∈ν S  then we may define H ′  as [ ( { })]ναγ
××ω

νγν
pJh X

JA XI,
 and still 

conclude that ( ) HrngH ′⊆π′= ˆ  and ( ) λ=ν′ IHsup  by the definition of .νp  

By Lemma 19, ( ) ννρρ →π AIAI ,,:ˆ 00  may be extended to a ( ) −−ν
Σ

1n
 

elementary embedding ( )νββ →π II:~
1  such that ρ is the ( )( )1−νn th projectum        

of βI  and A is the ( )( )1−νn th standard code of it. Let .ˆˆˆ 1
10 ππ=π − o  Then 

( ) AIAI ,,:ˆ 00
0 ρμμρ →π  is 0Σ -elementary, by the coherence of [ ],XLκ  and 

cofinal. Thus it is 1Σ -elementary by Lemma 18. Applying again Lemma 19, we get 

a ( )νΣn -elementary ( ) .:~
0 βμβ →π II  

As in Lemma 24, it suffices to prove ( ),λβ=β  ( ) ( ),λ=ν nn  ( ),λρ=ρ  

,λ= AA  ( ) ,ˆ 1
1 λν
− =π pp  ( ) ,ˆ 1

1
∗
λ

∗
ν

− =π PP  ∗
λ

∗
ν α=α  and ( ) .ˆ 1

1
∗∗
μ

∗∗
μ

−
λν

α=απ  So, if 

( ) ,1>νn  we have to show that λ is ( ) 1−νΣn -regular over .βI  If ( ) ,1=νn  then 

λβ (I regular) suffices. In addition, λ must be ( )νΣn -singular over .βI  For 

regularity, consider 0
~π  and, as in Lemma 24, the least λ∈x  proving the opposite 

if such an x exists. This is again nΣ -definable and therefore in ( ).~
0πrng  But then 

( )x1
0

~−π  had the same property in ( ).μβI  Contradiction! 

Now, assume .+∈ν S  Since νν α(I  is the largest cardinal), ν′ IH  is 

transitive. Thus .λ=ν′ IH  Since XJAIAI γγρ →π I,,:ˆ 00
1  is 1Σ -elementary 
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and ( ),ˆ1π=′⊆λ rngH  we have [ ( { ( )})],ˆ 1
1, ν
−

αρ π××ωλ=λ
ν

pJh X
AI  i.e., there 

is a 1Σ -map over AI ,ρ  from να  onto λ. But this is then ( )νΣn -definable over βI  

and λ is ( )νΣn -singular over .βI  

If ,+∉ν S  then the fact that λ is ( )νΣn -singular over ,βI  ∗
λ

∗
ν α=α  and 

( ) ∗∗
μ

∗∗
μ

−
λν

α=απ 1
1ˆ  may be seen as in Lemma 24 because ( ) ( ).00 π∈α=απ ∗

ν
∗
μ rng  

That ( ) λν
− =π pp1
1ˆ  and ( ) ∗

λ
∗
ν

− =π PP1
1ˆ  can again be proved as in (5) in the 

proof of Lemma 19. ~ 

Lemma 26. Let E∈ν  and 

( ) { ( [ ( { })] ) }.sup, , ν∈β|ν<νξ××ω=νξΛ βν ν
II LimJh X

B  

Let ν<η  and ννν →π BIBI ,,: 00  be 1Σ -elementary. Then ( ) XJν∈ηνξΛ I,  

and ( ( ) ) ( ) ( )ηπνξΛ=ηνξΛπ II ,,  where ( ) ξ=ξπ  and ( ) .η=ηπ  

Proof. (1) Let ( )., νξΛ∈λ  Then ( ) ( ) .,, λνξΛ=λξΛ I  

Let 0β  be minimal such that 

( [ ( { })] ) .sup 0, λ=νξ××ω βν ν
IX

B Jh  

Then, by Lemma 25, for all ,0β≤β  

[ ( { })] [ ( { })]ξ××ω=ξ××ω βνβλ νλ
X

B
X

B JhJh ,,  

and for all ,0 β≤β  

[ ( { })] [ ( { })]ξ××ω⊆ξ××ω βλβλ λλ
X

B
X

B JhJh ,, 0  

 [ ( { })]., ξ××ω⊆ βν ν
X

B Jh  

So ( ) ( ) .,, λνξΛ=λξΛ I  

(2) ( ) XJ ν∈ηνξΛ I,  
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Let (( ) ).1,sup: +ηνξ=λ I  Then, by (1), ( ) ( ) { }.,1, λνξΛ=+ηνξΛ UI  

But ( )νξΛ ,  is definable over ( ).λβI  Since ( ) ,ν<λβ  we get ( ) 1, +ηνξΛ I  

.XJν∈  

(3) Let ( [ ( { })]) ν<ξ××ω βν ν
X

B Jh ,sup  and ( ) .β=βπ  Then 

( ( [ ( { })] )) ( [ ( { })] ).supsup ,, νξ××ω=νβ××ωπ βνβν νν
II X

B
X

B JhJh  

Let ( [ ( { })] ).sup: , νξ××ω=λ βν ν
IX

B Jh  Then 

( ) ( ) ( ) ( ( )).,,, ,
0 ξξ=θβ<ξ∃ω∈∃θ<λ∃¬

νννν iBi ihiBI  

So 

( ) ( ) ( ) ( ( )),,,, ,
0 ξξ=θβ<ξ∃ω∈∃θ<λ∃¬

νννν iBi ihiBI  

where ( ) ,λ=λπ  i.e., ( [ ( { })] ) .sup , λ≤νξ××ω βν ν
IX

B Jh  But ( ) λλλ
π BIJ X ,: 0  

λλ→ BI ,0   is elementary. So, if 

( ) ( ) ( ) ( ( )),,,, ,
0 ξξ≤ω∈∃β∈ξ∃η∀

λλλλ iBi nhnnBI  

then 

( ) ( ) ( ) ( ( )).,,, ,
0 ξξ≤ω∈∃β∈ξ∃η∀

λλλλ iBi nhnnBI  

But by Lemma 25, [ ( { })] [ ( { })],,, ξ××ω⊆ξ××ω βνβλ νλ
X

B
X

B JhJh  i.e., it is indeed 

( [ ( { })] ).sup , νξ××ω=λ βν ν
IX

B Jh  

(4) ( ( ) ) ( ) ( )ηπνξΛ=ηνξΛπ II ,,  

For ( ),, νξΛ∈λ  

( ( ) )λνξΛπ I,  

by (1) 

( ( ))λξΛπ= ,  
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by 1Σ -elementarity of π 

( ( ))., λπξΛ=  

by (1) and (3), 

( ) ( )., λπνξΛ= I  

So, if ( )λξΛ ,  is cofinal in ,ν  then we are finished. But if there exists 

( ( )),,max: νξΛ=λ  then, by (1) and (2), ( ) ,, XJ ν∈λξΛ  and it suffices to         

show ( ( )) ( ).,, νξΛ=νξΛπ  To this end, let β  be maximal such that =λ  

( [ ( { })] ),sup , νξ××ω
βν ν

IX
B Jh  i.e., [ ( { })]ξ××ω +βν ν

X
B Jh 1,  is cofinal in .ν  So, 

since [ [ ( { })]] [ ( { })],
1,1, ξ××ω⊆ξ××ωπ
+βν+βν νν

X
B

X
B JhJh  where  

( ) ( )( ) ( [ ( { })] ).supsup, 1, νξ××ω≤νπβ=ξπ +βν ν
II X

B Jhrng  

Hence indeed ( ( )) ( ).,, νξΛ=νξΛπ  ~ 

Lemma 27. Let λλ∈ν BIHE ,, 0
1p  and ( ).sup ν=λ IH  Let 00: λλ

→ IIh  

be 1Σ -elementary and ( ).hrngH ⊆  Then E∈λ  and λλλλ
→ BIBIh ,,: 00  is 

1Σ -elementary. 

Proof. By Lemma 25, .XJBB λνλ = I  So it suffices, by Lemma 24, to show 

( ) .,0
1 λλ BIhrng p  Let ( )hrngxi ∈  and ( ) ( )ixzzBI ,,0 ψ∃λλ  for a 0Σ  formula 

ψ. Then we have to prove that there exists a ( )hrngz ∈  such that λλ BI ,0  

( )., ixzψ  Since ( ),sup ν=λ IH  there is a LimH I∈η  such that XJBI ηλη I,0  

( ) ( )., ixzz ψ∃  And since ,,0
1 νν BIH p  we have ( ).,0 hrngHJBI X ⊆∈ηλλ I  

So also 

( ) ( ( ) ( ))i
X xzzJBIhrng ,,0 ψ∃ηλη I  

because ( ) .0
1 λIhrng p  Hence there is a ( )hrngz ∈  such that XJBI ηλη I,0  

( ),, ixzψ  i.e., ( ).,,0
ixzBI ψλη  ~ 
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Lemma 28. Let ,: ν⇒νf  νμτν  and ( ) .τ=τf  If SS ˆU+∈τ  is 

independent, then ( ) τααταατα ττττ
→ KDJKDJJf DDD ,,,,:  is 1Σ -elementary. 

Proof. If ,ντ μ<μ=τ  then the claim holds since 
νν μμ → IIf :  is 1Σ - 

elementary. If ντ μ=μ  and ( ) ( ),ν=τ nn  then .ντ ⊆ PP  I.e. τ is dependent on ν. 

Thus τ  is not independent. So let ( ) ( )ν<τ=μ=μ=μ ντ nnn :,:  and SS ˆU+∈τ  

be independent. Then, by the definition of the parameters, τα  is the nth projectum 

of μ. 

Let 

( ( ) ) ττββ α<=γ ,0,: fcrit  

for a β and 

=β :H  the nΣ -hull of { }ταβ ∗
μτ ,UU P  in ,μI  

i.e., [ ( { })],,, τμβμβ ′τ′α′××ω= PJhH Xn  where 

=α′μ :  minimal such that ( ) ∗
μμμ α=α′,ihn  for an ,ω∈i  

=′τ :P  minimal such that ( ) ττμ =′ PPihn ,  for an ,ω∈i  

=τ′ :  minimal such that ( ) τ=τ′μ ,ihn  for an ( ).for0: resp. μ=τ=τ′ω∈i  

For the standard parameters are in .τP  

So βH  is nΣ -definable over μI  with the parameters { } .,, τ
∗
ματβ PU  Let 

=α=ρ τ:  the nth projectum of μ, 

=:A  the nth standard code of μ, 

.,,: τμ ′τ′α′= Pp  

So XJH ρβ I  is 0Σ -definable over AI ,0
ρ  with parameters β and p (fine 

structure theory!). 
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And βγ  is defined by 

ββ ∉γ H    and   ( ) ( ),ββ ∈δγ∈δ∀ H  

i.e., βγ  is also 0Σ -definable over AI ,0
ρ  with parameters β and p. 

Let ( )τβ= ,0,0 : ff  for a ( ) τα<=τβ 00 :, fd  and ( ) .: 0 τα<=γ fcrit  Let =:1f  

( ),,, τγβf  ( ) τα<=τ 11 : fd  and ( ) .: 1 τα<=δ fcrit  Then 1τμ  is the direct successor 

of 0τμ  in .τK  So ( ) .11,, ττγβ = idf  Hence 1τη μ=μ  holds for the minimal ∈η  

0SS U+  such that .δη<γ  Thus 

( ( ) { ( )})τττ
+
τ −=∈μ′ KKLimKK min: U  

⇔  

( ) ( βγ=γηδγβ∃ ,,,  and ( )1+γβγ=δ  

and 0SS U+∈η  minimal such that δη<γ  and ).ημ=μ′  

Therefore, +
τK  is 1Σ -definable over AI ,0

ρ  with parameter p. 

Now, consider ( ),,0 xKI ϕτατ
 where ϕ is a 1Σ  formula. Then, since τK  is 

unbounded in ,τα  

( )xKI ϕτατ
,0  

⇔ 

( ) ( ( )).,0 xKIandK ϕ∈γγ∃ γα
+
τ  

So ( )xKI ϕτατ
,0  is 1Σ  over AI ,0

ρ  with parameter p, resp. 1+Σn  over μI  with 

parameters ,∗μα  τ, .τP  But since ( ) ( ),ν<τ= nnn  f is at least 1+Σn -elementary.         

In addition, ( ) ,∗τ
∗
τ α=αf  ( ) ,τ=τf  ( ) .ττ = PPf  So, for ( ),frngx ∈  τατ

KI ,0  

( ( ))xf 1−ϕ  holds ( ).,0 xKI ϕτατ
 ~ 

Theorem 29. DS ,,,: FM <=  is a κ-standard morass. 
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Proof. Set 

( )( )
( )( ).,,,, ν

∗
ν

ν
ννξ αξ=σ pihi n  

Then D is uniquely determined by the axioms of standard morasses and 

(1) νD  is uniformly definable over ,,, νν ν XXJ X  

(2) νX  is uniformly definable over .,, ν
νν DDJ D  

(1) is clear. For (2), assume first that Sv ˆ∈  and ( ) .,,0 νν =
ν

idf q  Since the set 

{ ( )( ) }νν ∈σ|
ν

Xii q ,  is ( )νΣn -definable over νν ν XXJ X ,,  with the parameters 

,,, ν
∗
νν α qp  there is a ω∈j  such that 

( )( )jiq ,, νν
σ  exists ( )( ) ., νν ∈σ⇔

ν
Xiq  

Using this j, we have 

{ ( )( ) ( ( ))}., ,, ννν νν
σ∈|σ= qq domjiiX  

So, in case that ( ) ,,,0 νν =
ν

idf q  there is the desired definition of .νX  

Let ,Ŝ∈ν  ( ) ν⇒ννν
:,,0 qf  cofinal and ( ) .ν= qqf  Then ( ) .,,0 νν = idf q  And 

by Lemma 6(b) of [6], .ν= qq  So, if ,ν=ν  then ( ) .,,0 νν =
ν

idf q  Thus let .ν<ν  

Then ( )( ) yxf q =νν ,,0  is defined by: There is a ν≤ν  such that, for all ,, ω∈sr  

( )( ) ( )( ) ( )( ) ( )( )srsr qqqq νννν νννν
σ≤σ⇔σ≤σ ,,,,  

holds and for all XJz ν∈  there is an ω∈s  such that 

( )( )sz q νν
σ= ,  

and there is an ω∈s  such that 

( )( ) ( )( ) .,, ysxs qq =σ⇔=σ νν νν
 

And since νν XJ X ,  is rudimentary closed, 

( ){ }.ν<η|η= νν IU XfX  
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Finally, if Ŝ∈ν  and ( )νν ,,0 qf  is not cofinal in ν, then νC  is unbounded in ν 

and 

{ }νλν ∈λ|= CXX U  

by the coherence of [ ].XLκ  

So (2) holds. From this, (DF)+ follows. 

By (1) and (2), DX JJ νν =  for all ,Lim∈ν  and for all ,DX JJH νν =⊆  

.,, 11 ννν ⇔ν DJHXJH DX pp  

Now, we check the axioms. 

(MP) and (MP)+ 

( )νξ,,0f  is the uncollapse of ( )[ { } ],,,,, ω<∗
ν

∗∗
μ

∗
ν

∗∗ν
μ νν

αανξ×ω Phn  where ∗ξ  

is minimal such that ( ) ( ) .,1 ξ=ξ∗−ν
μν

ihn  Therefore, (MP) and (MP)+ hold. 

(LP1) 

holds by (2) above. 

(LP2) 

This is Lemma 26. 

(CP1) and (CP1)+ 

This follows from Lemma 24 and the definition of ( )., νξσ  

(CP2) 

This is Lemma 27. 

(CP3) and (CP3)+ 

Let ,XJx ν∈  ω∈i  and ( ).,, xihy Bνν=  Since νC  is unbounded in ν, there is 

a ν∈λ C  such that ., XJyx λ∈  By Lemma 25, .XJBB λνλ = I  So ( ).,, xihy Bλλ=  
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(DP1) 

Holds by the definition of .νμ  

(DF) 

Let ,: νμ=μ  ( )μ= nk :  and 

( ) =ξβπ :,,n  the uncollapse of [ ( { } )],,, ω<∗∗
μ

∗∗
μβ

+
μ ξα××ω pJh Xnk  

where 

=ξ∗ :  minimal such that ( ) ξ=ξ∗−+
μν

,1 ih nk  for an ,ω∈i  

=∗
μ :p  minimal such that ( ) μ

∗
μ

−+
μ = ppih nk ,1  for some ,ω∈i  

=α ∗∗
μ :  minimal such that ( ) ∗

μ
∗∗
μ

−+
μ α=α,1 ih nk  for some .ω∈i  

Prove 

( ) ( ).,,1
,, ξβπ=+
μξβ nf n  

for all ω∈n  by induction. 

For ,0=n  this holds by definition of ( ) ( ).,,
1

,, μξβμξβ = ff  So assume that 

( ) ( )ξβ−π=μξβ ,,1,, mf m  is already proved for all .1 nm ≤≤  Then, by definition 

of ( ),, μτ m  

( ) =α μτ ,m  the ( )1−+ mk th projectum of μ. 

Let ( ) .:,, μμ →ξβπ IIn  Then 

( ) ( ) ( ) ( )μξξβπ=μξ∗ ,,,, mnm  for all :1 nm ≤≤  

Let ( ) [ ( ) ( )] ( ),:,:,,,: ,
1 απ=ρπαπ=αξβπ=π μτ
− rngn m I  

=:r  minimal such that ( ) μ
−+

μ = prih mk ,2  for an ,ω∈i  

=α′ :  minimal such that ( ) ∗
μ

−+
μ α=α′,2 ih mk  for an ,ω∈i  

=:p  the ( )1−+ mk th parameter of μ 
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and 

( ) ,rr =π    ( ) ,pp =π    ( ) .α′=α′π  

Let ( ).,: μξ=ξ m  Then ( )α′ξ= −+
μ ,,,,1 rxihp mk  for a ,XJx α∈  because =α  

( )., μτα m  So ( ),,,,,1 α′ξ= −+
μ rxihp mk  where ( ) xx =π  and ( ) .ξ=ξπ  Thus 

[ ( ( ) { } )] XXmk JrJh m μ
ω<

α
−+

μ =ξα′××ω
μτ

,,,
1  by definition of p. So ( ) ., ξ≤μξ m  

Assume ( ) ., ξ<μξ m  Then 

( ) ( ) ( ) ( ( ).,,,,1 α′η=ξ∈∃ω∈∃ξ<η∃ −+
μρμ rxihJxiI mkX  

So 

( ) ( ) ( ) ( ( ).,,,,1 α′η=ξ∈∃ω∈∃ξ<η∃ −+
μαμ rxihJxiI mkX  

But this contradicts the definition of ( )., μξ=ξ m  

So, for all ,1 nm ≤≤  

( ) ( )( ).,,, ξβπ∈μξ nrngm  

In addition, for all ( ),,μτα<β m  

( ( )( )) ( ).,,,, μτμμξβ α< m
m

mfd  

Consider ( ) ( ) ,,,1: ,,
mfm μξβ=ξβ−π=π  where ( )., μξ=ξ m  Then μπ I:  

μ→ I  is the uncollapse of [ ( { } )],,,1 ω<−+
μ α′ξ×β×ω rh mk  where 

=:r  minimal such that ( ) μ
−+

μ = prih mk ,2  for some ,ω∈i  

=α′ :  minimal such that ( ) ∗
μ

−+
μ α=α′,2 ih mk  for some .ω∈i  

And [ ( { } )] ,,,1 Xmk Jrh μ
ω<−+

μ =α′ξ×β×ω  where ( ) ,ξ=ξπ  ( ) α′=α′π  and 

( ) .rr =π  Assume ( ) ., μ<μ≤α μτ m  Then there were a function over μI  from 

( )μτα<β ,m  onto ( ).,μτα m  This contradicts the fact that ( )μτα ,m  is a cardinal in 

.μI  If ,μ=μ  then ( ) .,, μμξβ
= idf m  This contradicts the minimality of ( )., μτ m  
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Since ( ) ( )( ),,,, ξβπ∈μξ nrngm  we can prove 

( )( ) ( ) ( ) ( )
mDD KDJJnrng mmm μααα μτμτμτ

ξβπ ,,,, ,,, 1pI  

for all nm ≤≤1  as in Lemma 28. 

We still must prove minimality. Let μ⇒f  and { } ( )frng⊆ξβ U  such that 

( )
( ) ( ) ( ) ,,, ,,, 1

mDD KDJJfrng mmm μααα μτμτμτ
pI  

( ) ( )frngm ∈μξ ,  

holds for all .1 nm ≤≤  Show that f is nk +Σ -elementary and that the first      

standard parameters including the ( )1−+ nk th are in ( ).frng  That suffices 

because ( )ξβπ ,,n  is minimal. 

Let mkp +
μ  be the ( )mk + th standard parameter of μ. 

Prove, by induction on ,0 nm ≤≤  

 f is mk+Σ -elementary, 

( )....,, 11 frngpp mk ∈−+
μμ  

For ,0=m  this is clear because f .μ⇒f  So assume it to be proved for 

nm <  already. Then let ( )μ+τα=α ,1: m  and ( )[ ].1 frngf Iα=α −  Consider 

( ) .,,,,:: 1+
μααααα →=π mDDD KDJKDJJf  Construct a 1++Σ mk -elementary 

extension π~  of π. To do so, set 

( )( ),
1

,,1,
+

μμ+ξβμ = m
mff  

( ) ( ),β=βμ fd  

{ [ ( ) ( ) ] }.α<β|π= βμβ
DJrngfH IU  

Then ( ).π=α rngJH DI  For ( ) DJHrng α⊆π I  is clear because .DD JidJf βββ =  

So let ,DJHy α∈ I  i.e., ( )xfy β=  for some ( )π∈ rngx  and a .α<β  Let =+K  
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( )11 +
μ

+
μ − mm KLimK  and ( ) { ( )( ) }.sup 1

,,1, η
+

ηη+ξβ ≠|β=ηβ idf m
m  Then 

( ) ( ) ( ( )( )( ) ( ) ).,, 1
,,1,

1 Dm
m

mD JxfyKyKDJ ηβ
+

ηη+ξβ
++

μαα ∈=∈η∃∃  

Since ( ) ,,, 1
1

+
μααπ mD KDJrng p  ( )( )( ) ( )π∈= +

ηη+ξβ rngxfy m
m

1
,,1,  if ∈x  

( )πrng  for such an η. But since ( )( )( ) ( ),
1

,,1,
Dm

m Jxfy ηβ
+

ηη+ξβ ∈=  we get ( ) =β xf  

( )( )( ) ( ).1
,,1, π∈+
ηη+ξβ rngxf m

m  

Show .1 μ++ IH mkp  Since ( ) ( ) ( )μ+τ
+
μξβ αξβπ= ,1

1
,, ,,, m

m mf  is the ( )mk + th 

projectum of μ. Like in ( )∗  above, we can show that the ( )mk + th standard 

parameter mkp +
μ  of μ is in ( ).βfrng  Now, let ( ) ( ),...,,,, 1 mkppyxxI +

μμμ ϕ∃  

where ϕ is a mk +Π  formula and .DJHy α∈ I  Since βf  is mk +Σ -elementary, the 

following holds: 

( ) ( )mkppyxxI +
μμμ ϕ∃ ...,,,, 1  

( ) ( ) ( ( ))....,,,, 11 mkm ppyxIxK +
γγγ

+
μ ϕ∃∈γ∃⇔  

And since ( ) ,,, 1
1

+
μααπ mD KDJrng p  

( ) ( ) ( ) ( ( ))....,,,, 11 mkm ppyxIxKrng +
γγγ

+
μ ϕ∃∈γ∃π  

Thus there is such an x in ( )πrng  and therefore in H. 

Let π~  be the uncollapse of H. Then π~  is mk+Σ -elementary and, since 

( )β
+

μμ ∈ frngpp mk...,,1  for all ,α<β  we have ( ) ....,,1 Hrngpp mk =π∈+
μμ  In 

addition, by the induction hypothesis, f is mk +Σ -elementary and ∈−+
μμ

11 ...,, mkpp  

( ).frng  Again as in ( )∗  above, we can show that ( )frngp mk ∈+
μ  using ( )μ+ξ ,1m  

( ).frng∈  But since π~  and f are the same on the ( )mk + th projectum, we get 

.~ f=π  

(SP) follows from ( ) ( ),,,1
,, ξβπ=+
μξβ nf n  because for all νμτν  such 
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that ( )ν=τ∈τ + resp.S  the following holds: 

( )( ) ( )( ).,,,, ξβπ∈ξ⇔ξβπ∈ ττ nrngnrngp  

This may again be shown as ( ).∗  

(DP2) 

It is like ( )∗  in (DF). 

(DP3) 

(a) is clear. 

(b) was already proved with (DF)+. ~ 

Theorem 30. Let XSX ∈ν|ν  be such that 

(1) [ ] ( ){ }singular ν|νβ=XSXL  

(2) [ ]XL  is amenable 

(3) [ ]XL  has condensation 

(4) [ ]XL  has coherence. 

Then there is a sequence SCC ˆ∈ν|= ν  such that 

(1) [ ] [ ],XLCL =  

(2) [ ]CL  has condensation, 

(3) νC  is club in CJν  w.r.t. the canonical well-ordering ν<  of ,CJν  

(4) ( ) ,, ν⊆⇒ω>< ννν CCopt  

(5) ( ) ,μ=⇒∈μ νμν ICCCLim  

(6) ( ) .ν<νCopt  

Proof. First, construct from [ ]XL  a standard morass as in Theorem 29. Then 

construct an inner model [ ]CL  from it as in [6]. ~ 
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