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Abstract 

In this study, we investigate division free method for computing 
determinant. Then, we improve one of division free methods, that is a 
cross multiplication method to any matrix .nn ×  The algorithm was 
designed based on recursive circular permutation method where the 
division procedure is not require. To do so, this circular permutation 
method is derived from the diagonal column indices in cross 
multiplication method. The analysis indicates that this new division free 
algorithm is better in time computation compared to other division free 
algorithms. 

1. Introduction 

Numerous studies have been done for determinant computation where 
determinant plays an important role to solve systems of linear equations. These 
computing methods can be classified into two main categories: the division free 
method (DFM) and the non-division free method (nDFM). DFM are cross 
multiplication, cofactor expansion, clow sequence method, and permutation method, 
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while nDFM are Gauss elimination, Cholesky decomposition method, and 
Condensation method. 

Between these two computing methods, nDFM is better in term of time 

computation and uses only ( )3nO  operations, but the floating point error still arise 

in nDFM [3]. For example, Shin [7] has made comparisons of Gauss elimination 
method with cofactor expansion method, and with permutation approach for 
determining the symbolic determinant over time complexity. As a result, the 
permutation approach is the best method after the Gauss elimination method since 
the latter method encounters the fraction problem. Nevertheless, the fraction problem 
can be overcome by using DFM. 

In this paper, we attempted to construct a new division free algorithm for 
computing the determinant by applying our new permutation method [6]. Then we 
compared our algorithm to the cofactor expansion, and permutation method, namely, 
Langdon [2] algorithm, and Thongchiew [9] algorithm in term of time computation. 
In our analysis, we assumed that the entries of the matrix are all non-zero and real 
number. 

2. Related Study for Division Free Methods 

In this section, each of division free method for finding the determinant will be 
discussed briefly. Let [ ]ijaA =  represent an arbitrary nn ×  matrix. Then the 

determinant of A is denoted by A  or ( ).det A  The arbitrary determinant, 

( ) nnij CCCCaA 321det ==  

represented in column indices. 

2.1. Cross multiplication 

Pierre Frédéric Sarrus (1853) introduced the cross multiplication method. This 
method also called as Sarrus’s rule. The cross multiplication method is easy to use 
especially when the size of square matrix is small ( ).3≤n  

Example 1. Sarrus’s rule for 22 ×  matrix. 

By line drawn with arrows on the two diagonals, 

2221

1211
aa
aa
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The multiplication of the elements on each line gives the products. Then the 
subtraction of the products from the up-going lines from the products of the down-
going lines gives the determinant. 

For 33 ×  matrix, we need to append the first two columns to the right of the 
matrix. Then put the lines on all diagonals, the same hold as for 22 ×  matrix. See 
the following example. 

Example 2. 

( )

3231333231

2221232221

1211131211

det

aaaaa

aaaaa

aaaaa

A =  

[ ] [ ].312112322311312213322113312312332211 aaaaaaaaaaaaaaaaaa ++−++=  

However, this method can be used when the order of the matrix less than four 
( ).3≤n   

In spite of Sarrus’s work, Hajrijaz [1] introduced three methods to determine the 
determinant of the third order matrix. For each method, six diagonals will be formed.  

Let us consider matrix A: 

.

333231

232221

131211

















=

aaa

aaa

aaa

A  

One of his methods, where element 13a  and element 33a  will be placed before first 

row and third row, respectively. Then element 11a  and element 31a  will be placed 

after first row and third row, respectively. See Example 3: 

Example 3. 

.3133323133

232221

1113121113

aaaaa

aaa

aaaaa

 

The process of elements product and its sign for six diagonals are similar to Sarrus’s 
rule for 33 ×  matrix. 

The determinant of this matrix is equal to determinant in Example 2. 
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Unfortunately, this new method only works for 33 ×  matrix. The other two 
methods also generated six diagonals and also work for 33 ×  matrix. 

2.2. Cofactor expansion 

The mathematical formulation for the cofactor expansion method is 

 ( ) ( )∑ +−=
n

ijij
ji MaA ,1det  (1) 

where ijM  is the determinant of the ( ) ( )11 −×− nn  matrix obtained from A by 

omitting the i-th row and j-th column of A, ijM  is called the minor of entry ija  and 

( ) ij
ji M+−1  is the cofactor of .ija  However, we need to reduce the size of a matrix  

to 22 ×  or .33 ×  Furthermore, this method requires computing of n! products      
and highly dependent to previous cofactor where the cofactors themselves are 
determinants. 

2.3. Clow sequence method 

This combinatorial method was introduced by Mahajan and Vinay [3] in 
extending the definition of permutation to a clow sequence. The clow sequences    
can be shown in the graph-theoretical model. The mathematical formulation of this 
method is 

 ( ) ( ) ( )∑=
 sequenceclowa :

.sgndet
W

WW wA  (2) 

A clow sequence is a sequence of clows kCC ...,,1=W  of clows with a 

strictly increasing sequence of the heads: ( ) ( ) ( ).headhead head 21 kCCC <<<  

 ( ) ( ).∏=
i

iCww W  (3) 

Equation (3) means that the weight of the clow sequence W  is the product of the 
weights of edges in the walk, where the edges are ., 1+ii ww  Soltys [8] observed 

that some clow sequences did not correspond to the cycle covers (permutation in 
graph theoretical from), and he proposed a new clow sequence.  

2.4. Permutation method 

The permutation method is a classical method to determine the determinant of 
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square matrix where the summation is over all permutation on n elements which was 
introduced by Leibniz in 1678 [4], 

 ( ) ( ) ( ).signdet ∑ ∏
∈σ

σσ=

nS

n

i
iiaA  (4) 

The sign of a permutation is defined in terms of the total number of inversions: 

 ( ) ( ) .1sign ininversionsofnumbertotal σ−=σ  (5) 

This method did not state any specification of permutation patterns or types that 
should be employed. Thus, Thongchiew [9] proposed a new permutation generation 
method and applied it for finding the determinant. However, he had not attempt to 
compare his work to other division free algorithms. 

In our study, we would like to generalize the cross multiplication method a.k.a 
the Sarrus’s rule to any matrix size. In doing so, we need to construct a new DFM by 
employing circular permutation method which followed to Sarrus’s rule. In other 
words, we attempted to extend the cross multiplication method to any size of square 
matrix using circular permutation method. This, new circular permutation method is 
generated based on starter sets to begin with [6]. The advantage of this circular 

permutation method is that 2
!n  permutations are generated, while the other 2

!n  

permutations can be obtained from the reversing order of the previous permutations. 
So in next section, we will discuss the derivation of the algorithm based on our 
circular permutation method for finding the determinant. 

3. Algorithm Development for Circular Permutation Method 

In this section, we started by providing some definitions that will be needed in 
the algorithm derivation. 

Definition 3.1. Main diagonal of square matrix which generated based on any 
column array is a diagonal from the left-hand top corner to the right-hand bottom 
corner of square matrix. 

Definition 3.2. Secondary diagonal of square matrix which generated based on 
any column array is the diagonal from the right-hand top corner to the left-hand 
bottom corner of square matrix. 
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Now we explore the relationship between circular permutation and Sarrus’s rule 
for case .3=n  

Example 4. 

.

3231333231

2221232221

1211131211

aaaaa

aaaaa

aaaaa

 

Looking at the column indices of elements in main diagonal, [ ],,, 332211 aaa  we 

extracted the column indices and we had 123. Next to main diagonal, 
[ ],,, 312312 aaa  the column indices are 231 and next diagonal, [ ],,, 322113 aaa  the 

column indices are 312. Then we do the same process for secondary diagonal and it 
parallel diagonal. We obtained the following permutations for main diagonal,  
secondary diagonal and their parallel diagonals column indices as shown below: 

312231123 →→  (main diagonal and its parallel diagonal), 

213132321 →→  (secondary diagonal and its parallel diagonal). 

The circular permutation pattern appeared in main diagonal and its parallel diagonal 
column indices where all elements are cycled. The similar pattern also appeared in 
the secondary diagonal and its parallel diagonal column indices. Then we rearranged 
that result as shown in Table 1: 

Table 1. A pairs of main diagonal and secondary diagonal column indices 

Main diagonal and
its parallel diagonal 

Secondary diagonal and 
its parallel diagonal 

123 321 
231 132 
312 213 

As shown in Table 1, the secondary diagonal column indices are a reverse of the 
main diagonal column indices. It is also apply to other parallel main diagonal to 
parallel secondary diagonal. From Sarrus’s rule, the determinant is 

[ ] [ ].332112322311312213322113312312332211 aaaaaaaaaaaaaaaaaa ++−++  (6) 

Then we rearranged the result in equation (6), with respect to the circular 
permutation of element column indices in pair of diagonals as shown in Table 1, we 
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have 

[ ] [ ] [ ].332112322113322311312312312213332211 aaaaaaaaaaaaaaaaaa −+−+−  (7) 

Thus, we extended this concept discussed in Example 4, for any nn ×  matrix. 

Definition 3.3. The Main Diagonal Product (MDP) is a product of all n entries in 
the main diagonal of the square matrix: 

 ( ) ( ).sign
1
∏
=

σσ=
n

i
iiaMDP  (8) 

Definition 3.4. The Secondary Diagonal Product (SDP) is a product of all n 
entries in the secondary diagonal of the square matrix: 

 ( ) ( ).sign
1

1∏
=

+−σσ=
n

i
iniaSDP  (9) 

The signs of MDP and SDP follow rule in equation (5). Now this notation is 
extended for circular process. For each k cycle, { },1...,,3,2,1,0 −∈ nk  and =j  

( ) ,2
!1...,,2,1 




 −n  the summation of MDP and its SDP equal to Product Diagonal 

(PD), 
( ) ( ) ( ) kjkj ASDPMDPAPD ,, +=  

( ) ( ) ( ( ) ) ( ) ( ) ( ( ) ) .signsign 1
1 











σ+












σ= ∏∏ −+σ

=
σ

n

i
ini

n

i
ii kk

aa  

When ;0=k  ( )0,jAPD  is the PD of starter matrix of .jA  

In term of for any n cases, where n is the order of square matrix: 

 ( ) ( ( ))

( )

.det
2

!1

1

1

0
,∑ ∑

−

=

−

= 










=

n

j

n

k
kjAPDA  (10) 

The essential characteristic of main diagonal and its secondary diagonal is it 
sign ( )1+  and ( ).1−  Thus we set up the property such as follows: 

( )

( ) ( )



⋅−

≡
=

otherwise.,ofsign1

,4mod1or0if,ofsign
ofsign

MDP

nMDP
SDP  



SHARMILA KARIM, HASLINDA IBRAHIM and ZURNI OMAR 50 

Now we demonstrated our algorithm for .4=n  Since ( ),4mod04 ≡=n  the 

sign of SDP equal to sign of MDP: 

.

44434241

34333231

24232221

14131211





















=

aaaa

aaaa

aaaa

aaaa

A  

Step 1. Determine the starter sets. 

Without loss of generality, suppose the starter sets based on column indices are 
[ ],4,3,2,1  [ ],2,4,3,1  [ ].2,3,4,1  

Step 2. Generate matrix based on the each starter: 

Starter: [ ]4,3,2,1  

.

44434241

34333231

24232221

14131211

1





















=

aaaa

aaaa

aaaa

aaaa

A  

Starter: [ ]2,4,3,1  

.

42444341

32343331

22242321

12141311

2





















=

aaaa

aaaa

aaaa

aaaa

A  

Starter: [ ]3,2,4,1  

.

43424441

33323431

23222421

13121411

3





















=

aaaa

aaaa

aaaa

aaaa

A  

Step 3. Calculate the sign of diagonal product and sum up the PD of each .jA  
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Let .1=j  Then 

.

44434241

34333231

24232221

14131211

1





















=

aaaa

aaaa

aaaa

aaaa

A  

If the order of matrix, 0≡n  or ( ),4mod1  then the sign of its secondary 

diagonal equal to its main diagonal sign. 

( ) ( ) ,1 4132231444332211
0

0,1 aaaaaaaaAPD +−=  

Total ( ).0,1APDPD =  

Step 4. Use circular operation on 1A  and total up the ( ).1,1APD  Simultaneously 

sum the PD: 

[ ]1,4,3,2  

,

41444342

31343332

21242322

11141312

1,1





















=

aaaa

aaaa

aaaa

aaaa

A  

( ) ( ) ,1 4233241141342312
3

1,1 aaaaaaaaAPD −−=  

Total ( ) ( ) ( )2,11,10,1 APDAPDAPDPD ++=  

count circular .1=  

Step 5. Repeat step 4 until number of circular equal to three: 

[ ]2,1,4,3  

,

42414443

32313433

22212423

12111413

2,1





















=

aaaa

aaaa

aaaa

aaaa

A  

( ) ( ) ,1 4334211242312413
4

2,1 aaaaaaaaAPD +−=  
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Total ( ) ( ) ( )2,11,10,1 APDAPDAPDPD ++=  

count circular 2=  

[ ]3,2,1,4  

,

43424144

33323134

23222124

13121114

3,1





















=

aaaa

aaaa

aaaa

aaaa

A  

( ) ( ) ,1 4431221343322114
3

3,1 aaaaaaaaAPD −−=  

Total ( ) ( ) ( ) ( )3,12,11,10,1 APDAPDAPDAPDPD +++=  

count circular .3=  

Step 6. Go to step 2 for next 2=j  and repeat steps 3, 4 and 5. Stop when =j  

( ) .2
!1−n  

Step 7. Calculate the ( ):det A  

( ) ( ( ) ( ) ( )) .det
3

0
,3,2,1












++= ∑

=k
kkk APDAPDAPDA  

It can be simplified as follows: 

( ) ( ( )) .det
3

1

3

0
,∑ ∑

= = 










=

j k
kjAPDA  

This sequential steps from 2 until 7 are shown for starter [1-4]. We use steps 2-7 for 
other two starters. 

The mathematical formula of our algorithm for any nn ×  matrix A, is 

( ) ( ( ))

( )

.det
2

!1

1

1

0
,∑ ∑

−

=

−

= 










=

n

j

n

k
kjAPDA  
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4. Results and Discussion 

We used the three division free algorithms, namely, the cofactor expansion 
algorithm, Langdon [2] algorithm, and Thongchiew [9] algorithm to compare with 
our new algorithm. Specifically Langdon method is fall under permutation method. 
Langdon method was developed by Langdon [2] for permutation generation and 
Sedgeweck [5] highlighted that the Langdon method is the best method for circular 
permutation generation. Since also our method is based on circular permutation, we 
also applied Langdon method for finding the determinant. All sequential algorithms 
are implemented in C++ language and run in laptop which has Pentium Dual-Core 
1.7GHz processor and 2.99 GB RAM. We test the algorithms for real number 
matrix. The result is given in Table 2 and represents computation time, in seconds. 

Table 2. The computation time (in seconds) 

n Our new algorithm Langdon Thongchiew Cofactor expansion 

7 0.000 0.000 0.00 0.016 

8 0.031 0.032 0.031 0.125 

9 0.172 0.297 0.328 1.203 

10 2.000 3.313 3.719 12.360 

11 23.610 41.203 46.422 133.453 

12 337.140 570.844 637.250 1616.547 

As can be seen in Table 2, the execution time grows dramatically when size of 
the matrix increases, and our new algorithm is less time than comparable 
permutation program Langdon [2] and Thongchiew [9]. Meanwhile the cofactor 
expansion algorithm is the slowest among them. The result from comparison of the 
program is indicated that the new algorithm is better over time computation than 
these three division free algorithms for finding determinant. For ,13≥n  the process 

becomes longer and the laptop memory capability is limited. However, we expected 
that our new algorithm still performed better. 

Based on the result from Table 2, and from our algorithm development in 
Section 3, we can summarize two advantages of this new algorithm compared to 
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Langdon [2] and Thongchiew [9] algorithms. Firstly, their algorithms generated all 

n! permutations whereas our algorithm generated only 2
!n  permutations. The next 

2
!n  permutations will be generated by reversing the order of permutation of the first 

2
!n  permutations as explained in Example 4. Secondly, we only calculated the sign 

of main diagonal column indices and the sign of secondary diagonal column indices 
are depended to the sign of main diagonal column indices, whereas Langdon [2] and 
Thongchiew [9] algorithms, signs of each n! product terms are computed. We can 
conclude that these two essential factors contributed to less computation time for our 
new algorithm. 

5. Conclusion 

In this paper, the new division free algorithm for finding determinant via 
circular permutation has been discussed and compared in terms of time computation 
in order to indicate its beneficial. This circular permutation algorithm also can be 
used to calculate the determinant for any size of square matrix using cross 
multiplication method. Future work should encompass on implementation of our 
sequential algorithm for parallel computational environment. This exploration will 
be contributed for time execution reduction of the algorithm. 
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