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Abstract 

In this note, we propose a more efficient approach to the definition of the 
integral of Banach-valued functions that enables us to give an improved 
version of the Orlicz-Pettis theorem for integrals. 

1. Introduction 

The Orlicz-Pettis theorem asserts that weakly subseries convergence implies 
norm subseries convergence in Banach spaces. In [4], the author gave a continuous 
version of this theorem by replacing weakly subseries convergence by Pettis 
integrability for measurable functions defined on closed bounded intervals and norm 
series convergence by the Henstock-Kurzweil integrable functions. In this note, we 
propose an approach that will extend the notion of integral to functions defined on 
arbitrary measurable space. Such an approach will enable us to show that in fact 
Pettis integrability condition for measurable functions can be replaced by a “weaker” 
integrability condition in the continuous version of the Orlicz-Pettis theorem. 

Unless stated otherwise, the notation and conventions used in the present note 
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are standard. Throughout the paper, Σ will denote a σ-algebra of subsets of a set Ω. 
A measure on Σ is a countably additive function [ ).,0: ∞→Σµ  

Recall that a function [ ] Xbaf →,:  is called scalarly measurable if fx∗  is 

measurable for each .∗∗ ∈ Xx  f is called scalarly absolutely integrable if the function 

( )ωω ∗ fx  is integrable, i.e., ( ).1 µ∈∗ Lfx  A scalarly absolutely integrable 

function is said to be Pettis integrable if there exists an element 
[ ]∫ ∈µ
P

ba
Xfd

,
 such 

that for all ,∗∗ ∈ Xx  

[ ] [ ]∫∫ µ=







µ ∗∗

ba

P

ba
fdxfdx

,,
.  

For details on Pettis integral, we refer the reader to [2]. 

Let ( )niI 1=  be a finite partition of the interval [ ],, ba  ii Ic ∈  for each i, and let δ 

be a positive function on [a, b]. Then the collection of pairs ( )niii cI 1, =  is said to be 

gauged by δ if for each i, ( ) ( )( )., iiiiii ccccIc δ+δ−⊂∈  A function [ ] Xbaf →,:  

is said to be Henstock-Kurzweil integrable on [a, b] if there exists an element 

[ ]∫ ∈µ
HK

ba
Xfd

,
 with the property: for ,0>ε  there is a function [ ] [ )∞→δ ,0,: ba  

such that the inequality 

( )
[ ]

ε<µ−∑ ∫
=

n

i

HK

ba
ii fdIcf

1 ,
 

holds for every partition ( )niI 1=  gauged by δ. The book of Bartle [1] is a good source 

on scalar-valued Henstock-Kurzweil integrals. For vector valued integrals, the reader 
is referred to [2] and [7]. 

The main result in [4] can be stated as follows: 

Theorem 1. If [ ] Xba →,  is measurable and Pettis integrable, then f is 

Henstock-Kurzweil integrable. 

We extend such a result to X-valued functions defined on an arbitrary 
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measurable space ( ),, ΣΩ  and for which the Pettis integrability condition is replaced 

with weaker integrability condition. 

2. Strong and Weak Integrability 

We fix a measure space ( )µΣΩ ,,  and X be a Banach space. By a partition of  

Ω, we always mean a countable family { }N∈= nAP n ::  consisting of disjoint 

measurable subsets of Ω such that ∪ N∈=Ω
n nA .  For each partition =P  

{ },: N∈nAn  we arbitrarily choose a sequence ( ) ....,,: 2121 ××∈= AAccc  

The pair (P, c) is then called a tagged partition of Ω. We denote by ∏ the set of all 
the tagged partitions of Ω. Note that ∏ is naturally directed by ( ) ( )2211 ,, cPcP  if 

1P  is a refinement of ,2P  that is, if .21 PP ⊃  

Definition 1. We say that a function Xf →Ω:  is µ-summable over a 

measurable set E if there exists ( ) Π∈00 , cP  such that for every ( ) ( )( )nn cA ,  

( )00 , cP  in ∏, the series ( ) ( )∑ ∈
µNn nn cfEA ∩  converges. 

We say that f is µ-summable if f is µ-summable over all measurable subsets of 
Ω. 

We notice that in the above definition, we do not require measurability for the 
function f. 

Given a function Xf →Ω:  and a tagged partition ( ) ( ) ( )( ),,, nn cAcP =  we 

define the Riemann sum of f to be 

( ) ( ) ( )∑
∈

µ=
Nn

nnE cfEAcPfR .,, ∩  

The collection ( ) ( ){ }Π∈cPcPfRE ,:,,  becomes a net with the partial ordering 

 on ∏. 

We define (strong) integrability as follows: 

Definition 2. We say that a µ-summable function Xf →Ω: is µ-(strong) 

integrable over a measurable set E if the net ( ) ( ){ }Π∈cPcPfRE ,:,,  is Cauchy, 

that is, if for any given ,0>ε  there exists ( )EE cP ,  in Π such that 
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( ) ( ) ε<− XEE dQfRcPfR ,,,,  

whenever ( ) ( ) ( )EE cPdQcP ,,,,  in Π. The element of X defined by 

( ) ∫ µ=
Π E

E fdcPfR :,,lim  

is then called the (strong) integral of the function f over E with respect to the 
measure µ. 

We say that Xf →Ω:  is µ-(strong) integrable if f is µ-(strong) integrable 

over any measurable set .Σ∈E  

We denote by ( ),, XIE µ  the set of all µ-integrable functions over the 

measurable set E. If R=X  is the scalar field, then we write ( ) ( ).:, µ=µ EE II R  

The usual properties of integrals such as the stability under sums, scalar multiples 
are quickly seen to apply. 

Our definition of the integral is large enough to contain most of the classical 
notions of the integral. Clearly, every Bochner µ-integrable functions are µ-

integrable; that is, ( ) ( ).,,1 XIXL EE µ⊂µ  When [ ],, ba=Ω  the definition of the 

integral given here agrees with the definition of the usual Henstock-Kurtzweil 
integral of Banach valued functions defined on intervals ([4]). 

We now define weak integrability. 

Definition 3. A function Xf →Ω:  is said to be weakly integrable or weakly-

( )µEI  (resp. weakly absolutely integrable or weakly- ( ))1 µEL  if for every ,∗∗ ∈ Xx  

( )µ∈∗
EIfx  (resp. ( )).1 µ∈∗

ELfx  

Definition 4. We say that a function Xf →Ω:  is Dunford- ( )µEI  (resp. 

Dunford- ( ))µ1
EL  if for each ,∗x  ( )µ∈∗

EIfx  ( ( ))µ1resp. EL  and if there exists 

∫ ∗∗∈
D

E
Xf  such that for each all ,∗∗ ∈ Xx  

∫∫ ∗∗ =
E

D

E
fxfx .,  
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If in addition ∫ ∈
D

E
Xf ,  then f is called Pettis- ( )µEI  (resp. Pettis- ( )),1 µEL  and we 

write 

∫ ∫=
D

E

P

E
ff .:  

It is clear from the definitions that a Dunford- ( )µEI  is weakly- ( ).µEI  Our next 

result shows that the converse of such a statement also holds. The following results 
can be deduced from [5] and [6] when Ω is a closed bounded interval. However, for 
the sake of completeness, we provide an easy and direct proof for the more general 
case of the set Ω. 

Theorem 2. A function Xf →Ω:  is Dunford- ( )µEI  (resp. Dunford- ))(1 µEL  

if and only if it is weakly- ( )µEI  (resp. weakly- .))(1 µEL  

Proof. We only need to prove the sufficiency. Suppose Xf →Ω:  is weakly-

( )µEI  (resp. weakly- ( )),1 µEL  where E is a measurable set. For each ,∗∗ ∈ Xx  let 

fx∗
µ  be defined by ( ) ∫ ∗=µ ∗ Afx

fxA :  for .Σ∈A  Then, 
fx∗

µ  belongs to ( ) ,ΣM  

the Banach space of scalar measures with the semivariation norm. Let ∗XT :  

( )Σ→ M  be defined by .
fx

Tx ∗µ=∗  Then the adjoint ∗T  of T maps ( )∗ΣM  into 

.∗∗X  The indicator function E1  can be considered as an element of ( )∗ΣM  as 

follows: ∫ λ=λ
EE d1,  for ( ).Σ∈λ M  Thus ( ) ∗∗∗ ∈ XT E1  and we have 

( ) .,,, ∫ ∗∗∗∗ =µ== ∗
E

EfxEE fxTxTx 111  

This shows that f is Dunford- ( )µEI  (resp. Dunford- ( ))µ1
EL  and ( )∫ ∗=

D

E ETf .1   

3. The Orlicz-Pettis Theorem for Integrals 

We now state and prove a continuous version of the Orlicz-Pettis theorem. 

Theorem 3. µ-measurable weakly integrable functions are strongly integrable. 
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Proof. Suppose Xf →Ω:  is µ-measurable and weakly- ( ),µEI  where E is    

a measurable set. Then by Theorem 2, f is Dunford- ( ).µEI  Let { Ω∈ω=:0A  

( ) }0: =ωf  and ( ){ }.1:: nfnAn ≤ω<−Ω∈ω=  Then ( )∞=1nnA  is a countable 

measurable partition of Ω. For each n, we consider the measurable function 
.: fg nAn 1=  Clearly, the function ( )ωω ng  is µ-measurable and bounded, 

therefore it is Lebesgue µ-integrable. That is, ng  is Bochner µ-integrable; and 

therefore µ-integrable. It follows that for each n and for any given ,0>ε  there 

exists ( )00 , nn cP  in Π such that 

( ) ( ) n
nEnE dQgRcPgR 2,,,, ε<−  

whenever ( ) ( ) ( )00 ,,,, nn cPdQcP  in Π. 

Let ( ) (( ) ( ) )NN ∈∈= iiii cPcP ,,  and ( ) (( ) ( ) )NN ∈∈= iiii dQdQ ,,  in Π. Then we 

note that 

( ) ( ) ( )
( )

∑
∈

µ=
cSj

jjnE

n

cfEPcPgR ,,, ∩  

( ) ( ) ( )
( )
∑
∈

µ=
dSj

jjnE

n

dfEQdQgR ,,, ∩  

where ( ) { }njn AcjcS ∈= ::  and ( ) { }njn AdjdS ∈= ::  for .0≥n  It follows that 

if ( ) ( ) ( )00 ,,,, nn cPdQcP  in Π, 

( ) ( )( ) XEE dQfRcPfR ,,,, −  

( ) ( ) ( ) ( )
( )( ) Xn cSj n dSj

jjjj

n n

dfEQcfEP∑ ∑ ∑ ∑
∈ ∈ ∈ ∈

µ−µ=
N N

∩∩  

[ ( ) ( )]
XNn

nEnE dQgRcPgR∑
∈

−= ,,,,  

( )( ) ( )∑
∈

ε≤−≤
Nn

XnEnE dQgRcPgR .,,,,  

It follows that f is µ-integrable over E. 
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Since Pettis integrable is weakly integrable, Theorem 1 is seen as a direct 
corollary of the above result. 
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