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Abstract 

In this paper, by a new concept and method, combining the two theories 
of the Tikhonov regularization and reproducing kernels, we give a 
practical and numerical “inverse” for any matrix and show its numerical 
experiments by using computers. 
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1. Introduction 

We have, of course, many methods and applications for linear simultaneous 
equations. We shall introduce a new method which gives simple and natural 
approximate solutions for the linear simultaneous equations: for any matrix nmA ×  of 

type ( ):, nm  

 .yx =A  (1.1) 

For simplicity, we shall consider all on the real number field. In order to solve the 
equation (1.1), following the idea of the Tikhonov regularization, we shall consider 

the extremal problem: for any fixed 0>λ  and for any ,mRy ∈  

 ( )22inf mnn
A

RRRx
yxx −+λ

∈
 (1.2) 

and we shall represent the extremal vector ( )yx∗λ  in the form 

 ( ) .yyx λ
∗
λ = B  (1.3) 

Then, by letting ,0→λ  we will be able to obtain an inverse of A and the natural 

solution of (1.1). Of course, as well-known, λB  is given by 

( ) .1 AIAAB tt −
λ λ+=  

We are interested in some practical and effective construction of .λB  On the 

construction of ∗
λx  in the representation (1.3), following the idea of the theory of 

reproducing kernels, we shall give a constructive method by iteration. 

2. Reproducing Kernels and the Tikhonov Regularization 

The good application of reproducing kernels to the Tikhonov regularization is 
given by the following two general theorems: 

Theorem 1 ([2, 5]). Let KH  be a Hilbert space admitting the reproducing 

kernel ( )qpK ,  on a set E. Let H→KHL :  be a bounded linear operator on KH  

into a Hilbert space .H  For 0>λ  introduce the inner product in KH  and call it 

λKH  as 
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 ,,,, 212121 HLfLfffff
KK HH +λ=

λ
 (2.4) 

then 
λKH  is the Hilbert space with the reproducing kernel ( )qpK ,λ  on E and 

satisfying the equation 

 ( ) ( ) ( ),,, qKLLIqK ⋅+λ=⋅ λ
∗  (2.5) 

where ∗L  is the adjoint of .: H→KHL  

Theorem 2 ([5]). Let ,KH  L, ,H  E and λK  be as in Theorem 1. Then, for any 

0>λ  and for any ,H∈g  the extremal function in 

 ( )22inf HgLff
KK

HHf
−+λ

∈
 (2.6) 

exists uniquely and the extremal function is represented by 

 ( ) ( ) HpLKgpf g ,,, ⋅= λ
∗
λ  (2.7) 

which is the member of KH  attaining the infimum in (2.6). 

For the properties and error estimates for the limit 

( ),lim ,0
pf g

∗
λ→λ

 

see [7, 8]. In particular, when there exists the Moore-Penrose generalized solution 
for the operator equation 

gLf =  

in (2.6), the limit converges uniformly to the Moore-Penrose generalized solution on 
any subset of E such that ( )ppK ,  is bounded. 

For many concrete applications of these general theorems, see, for example, [1, 
3, 5, 6]. 

3. Construction of Approximate Solutions – by Iteration 

Following the idea and method in Section 2, we shall consider the extremal 
problem: 

 ( ).inf 22
mnn

A
RRRx

yxx −+λ
∈

 (3.8) 
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We wish to construct the reproducing kernel for the inner product space λ,AH  

with the norm square 

 .22
mn A

RR
xx +λ  (3.9) 

This reproducing kernel ( )jiK ,λ  is calculated by Theorem 1 as the solution of the 

equation: 

 ( )( ) ( ) ( ) ( ) ( )( ) .,,,1,,1:,0
miAjAKjiKjijiK R⋅δ⋅

λ
+=δ

λ
= λλλ  (3.10) 

Note here that ( ) ,, ijji δ=δ  the Kronecker’s delta, is the reproducing kernel of the 

usual inner product space .nR  

Then, the extremal function in (3.8) is given by, for each i component of the 

vector ( ),yx∗λ  

 ( ) ( ) ( )( ) .,, miAKi Ryyx ⋅= λ
∗
λ  (3.11) 

We can solve the equation (3.10) directly ([4, p. 53]), however, in order to avoid the 
inverse of a large size matrix of nn ×  and in order to obtain a constructive method, 
we shall introduce a new algorithm based on an iterative method. 

We shall write (3.9) as follows: For ( ),...,,, 21 jnjjj
t aaa=a  

 ( )∑
=

+λ
m

j
j nn

1

22 ., RR
xax  (3.12) 

We shall start with one step of 

 ( )∑
=

+λ
1

1

22 .,
j

j nn RR
xax  (3.13) 

Then, the reproducing kernel ( )( )jiK ,1
λ  for the space with the norm square 

(3.13) is given by 

 ( )( )
( )

,
1

1, 2
1

111

n

ji
ij

aa
jiK

R
aλ+λ

−δ
λ

=λ  (3.14) 
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([4, p. 81]). For the second step, for the space with the norm square 

 ( )∑
=

+λ
2

1

22 ,,
j

j nn RR
xax  (3.15) 

its reproducing kernel ( )( )jiK ,2
λ  is constructed from ( )( )jiK ,1

λ  similarly as 

follows: 

 ( )( ) ( )( )
( ( )( )) ( ( )( ))

( ( ( )( )) )
.

,,,1

,,,,
,, 1

22

1
2

1
212

nn

nn

K

jKiK
jiKjiK

RR

RR

aa

aa

⋅⋅+

⋅⋅
−=

λ

λλ
λλ  (3.16) 

Here, 

( ( )( )) ( )( )∑
=ν

λνλ ν=⋅
n

iKaiK n

1

1
2

1
2 ,,, Ra  

and 

( ( ( )( )) ) ( )( )∑
=µν

λνµλ µν=⋅⋅
n

KaaK nn

1,

1
22

1
22 .,,,, RRaa  

We obtain, repeatedly, the desired matrix 

( )( ) ( )( )
( ( )( )) ( ( )( ))

( ( ( )( )) )
.

,,,1

,,,,
,, 1

11
1

nn

nn

m
mm

m
m

m
mmm

K

jKiK
jiKjiK

RR

RR

aa

aa

⋅⋅+

⋅⋅
−= −

λ

−
λ

−
λ−

λλ  (3.17) 

Then, we obtain the desired representation 

 ( ) ( )( ) ., yyx AjiK t
nn

m
×λ

∗
λ =  (3.18) 

4. Error Estimate 

In (3.18), when the data y contains error or noises, we need the estimation of 

our solutions ( )yx∗λ  in terms of y. For this, we can obtain a good estimation in the 

form: 

Theorem 3. For each i component of the vector ( ),yx∗λ  

 ( ) ( ) .1
mi Ryyx

λ
≤∗

λ  (4.19) 
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Proof. From (3.11), we have 

( ) ( ) ( ( )( )) 222 , mmnn
m iKAi

RR
yyx ×λ

∗
λ ⋅≤  

( ( )( )) .,, 2

1

2
mn

m

j

m
j iK

RR ya













⋅= ∑

=
λ  

Since ( )( )jiK m ,λ  is a reproducing kernel for the inner product space λ,AH  in (3.9), 

we have, in particular, 

( ( )( )) ( )( )∑
=

λλ λ
⋅≤⋅

m

j
H

mm
j A

n iKiK
1

22
,

,,, Ra  

( )( )iiK m ,λ=  

( )( ) ,1,0
λ

=≤ λ iiK  

which implies the desired result. 

5. Estimates of the Algorithm 

In order to obtain (3.14) for all i, j, we need ( )42 +nn  times of multiplicity and 

( )12 +nn  times of addition. Further, by (3.17), from 2=m  to ,mm =  in order to 

obtain ( )( ),, jiK m
λ  we need ( ) ( )231 22 ++− nnnm  times of multiplicity and 

( ) ( )121 22 ++− nnnm  times of addition. Therefore, we need the multiplicities and 

additions of the order 
4mn  

in our algorithm to calculate ( )( )., jiK m
λ  

Note that, for matrices 4030 ×  and ,3040 ×  their calculation numbers are quite 

different and the circumstances will be also looked by Table 1 for fixed λ. In 
matrices in Table 1 and Table 2, their elements are taken over random integers from 
–10 to +10. We used Mathematica 7.0 in Table 1 and Table 2. 
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For many matrices appearing from finite element methods and difference 

equations, the components of the vectors { }j
ta  are zero except for around j; that is, 

except for around the diagonal part. So, in our algorithm, we can save calculations 
for such matrices. Indeed, we shall assume that nm =  and 

( ( ) ( ) )0...,,0,0,...,,...,,...,,0,0 rjjjjrjjj
t aaa +−=a  

for a large n for fixed .0>r  Then, we can estimate the multiplicities of 

3223
12
12312

1
3
2

3 rnrrnrnn −++++  

times to obtain (3.18) in our algorithm; that is, as an order 

3
3
2 n  

times. 

Table 1 

Size Time (sec.) 

75 ×  171035.1 −×  

57 ×  171020.1 −×  

105 ×  0.04 

510 ×  0.016 

1010 ×  0.015 

1520 ×  0.109 

2020 ×  0.203 

3030 ×  0.985 

4030 ×  1.812 

3040 ×  1.547 

4040 ×  3.079 

5040 ×  4.953 

4050 ×  4.500 

5050 ×  7.546 
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Table 2 

Size λ ∑ 2
ijc  ijcmax  

64 ×  0100.1 −×  41099.2 −×  31051.6 −×  

 2100.1 −×  81099.2 −×  51051.6 −×  

 4100.1 −×  121099.2 −×  71051.6 −×  

 8100.1 −×  201099.2 −×  111051.6 −×  

1520 ×  0100.1 −×  31006.2 −×  31015.8 −×  

 2100.1 −×  71007.2 −×  51016.8 −×  

 4100.1 −×  111007.2 −×  71016.8 −×  

 8100.1 −×  191007.2 −×  111016.8 −×  

5050 ×  0100.1 −×  31080.9 −×  31091.7 −×  

 2100.1 −×  71085.9 −×  51093.7 −×  

 4100.1 −×  111085.9 −×  71093.7 −×  

 8100.1 −×  191085.9 −×  111093.7 −×  

6. Numerical Experiments 

We shall illustrate numerical experiments for our algorithm depending on the 
matrix sizes and λ. For this purpose, we shall estimate 

AAAAC −= λλ
†:  

for 
( )( ) ,, †

λ×λ = AAjiK t
nn

m  

since the Moore-Penrose generalized inverse †A  satisfies the identity 

.AAAA =†  

In order to look convergence of the λC  to the zero matrix as λ tending to zero, we 

estimate the two values 
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∑ 2
ijc    and   ,max ijc  

in Table 2. 
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