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Abstract 

This paper considers an infinite buffer single server accessible and non-
accessible batch service queue with single and multiple exponential 
vacations, which has a wide range of applications in several areas 
including manufacturing and communication systems. The inter-arrival 
times are general independent and identically distributed random variables 
and the service times are exponential. We provide a recursive method, 
using the supplementary variable technique and treating the remaining 
inter-arrival time as the supplementary variable, to develop the steady-
state queue length distributions at pre-arrival and arbitrary epochs. Some 
numerical results are presented in the form of self explanatory tables and 



P. VIJAYA LAXMI, V. GOSWAMI and O. M. YESUF 114 

graphs. Moreover, some queueing models discussed in the literature are 
derived as special cases of our model. 

1. Introduction 

Bulk-service queues have attracted much attention due to practical applicability 
in the field of communication systems, lift operations, cargo loading and unloading 
problems, etc. These queues and other variants of general bulk-service queues have 
been studied by many authors, see Medhi [17, 18], Chaudhry and Templeton [6], 
Baba [1], Neuts [19], Gold and Tran-Gia [8], Chaudhry and Gupta [5], and 
Hébuterne and Rosenberg [13]. Further, the customers arriving one at a time must 
wait in the queue until a sufficient number of customers are accumulated in the 
queue in order to utilize the server effectively. The server has pre-specified 
minimum and maximum threshold capacities of service. The concept of accessibility 
into batches during service has been considered by Gross et al. [11], Kleinrock [15], 
Sivasamy [21] and Goswami et al. [9]. The infinite buffer queue with accessible and 
non-accessible batch service rule has been studied by Sivasamy [22], where the 
arrivals and service times are exponentially distributed. In discrete-time systems, the 
same type of model has been studied by Goswami et al. [9] with finite and infinite 
buffers. 

In most of the queueing models, on completion of service to the existing 
customers, the server stays in the empty system awaiting for a new arrival. But there 
are situations where if the server after completing the service of a customer finds the 
queue empty, then it goes away for a length of time called vacation. This time may 
be utilized by the server to carry out some additional work. On return from a 
vacation if it finds one or more customers waiting, it takes them for service on a one-
by-one basis until the system empties, after which time it takes another vacation. 
However, if, on return from a vacation, it finds no customer waiting, then in the case 
of single vacation, it remains dormant until at least one customer arrives, whereas in 
the case of multiple vacation it immediately proceeds for another vacation and 
continues in this manner until it finds at least one waiting customer upon return from 
a vacation. Queueing models with server vacations are characterized by the fact that 
the idle time of the server may be utilized for some other jobs. 

Vacation models have applications in modelling of computer systems, data 
communication networks, traffic concentrators and other related areas. The queues 
with vacation have also attracted many researchers due to their wide importance in 
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the areas of manufacturing, computer communication systems, etc. In the past, 
several authors have studied queueing systems with vacations, Tian et al. [23], 
Chaterjee and Mukerjee [4], etc. Chae et al. [3] obtained queue length and waiting 
time in terms of probability generating function for the continuous-time 1MGI  

queueing model with single vacation. Chae and Kim [2] obtained the length of a 
busy period, the number of customers served during busy period, and the residual 
inter-arrival time at the instant the busy period ends. The batch service queues with 
single and multiple exponential vacations have been studied by Sikdar [21], where 
inter-arrival time of customers and service time of batches are, respectively, 

exponentially and arbitrarily distributed. The batch service ( ) 1, baMGI  queue 

with multiple vacations has been analyzed by Choi and Han [7]. Further, studies 
related to batch service queue with servers’ vacation are found in Lee et al. [16], 
Samanta et al. [20], and Gupta and Vijaya [12]. However, the batch service queues 
with accessible and non-accessible batch service and servers’ vacation have not been 
studied so far. It may be noted that the general uncorrelated arrival process appears 
to be more appropriate and reasonable than the exponential distribution, as the 
memoryless property of the exponential arrival process does not always fit in many 
application areas. Further, the general arrival process includes exponential, 
deterministic, Erlang distributions etc., as special cases. 

The present paper focuses on the study of infinite buffer queue with accessible 
and non-accessible batch services for both single and multiple exponential vacations. 
The inter-arrival time of customers and service time of batches are, respectively, 
arbitrarily and exponentially distributed. We provide a recursive method, using the 
supplementary variable technique and treating the remaining inter-arrival time as the 
supplementary variable, to develop the steady-state queue length distributions at pre-
arrival and arbitrary epochs. Numerical results have been presented in the form of 

tables and graphs. Also, we can obtain the result of non-vacation ( ) ∞1,, bdaMGI  

queue by taking the vacation parameter sufficiently large, so that the mean vacation 
time tends to zero. The queueing model presented above has applications in the field 
of communication systems, polling systems, cinema theaters and many other such 
related areas. 

This paper is organized as follows. Section 2 presents the model description and 
solution of the model for both single and multiple vacation policies. Various 
performance measures are presented in Section 3. Some special cases which are 
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matched with existing results in the literature are demonstrated in Section 4. 
Numerical results in the form of tables and graphs are presented in Section 5.  
Section 6 concludes the paper. 

2. The Model Description and Solution of the Model 

Let us consider an infinite buffer single server accessible and non-accessible 
batch service queue with single and multiple vacations. The inter-arrival times are 
independent and identically distributed random variables with probability 
distribution function ( ),uA  probability density function ( ),ua  ,0≥u  Laplace-

Stieltjes transform (LST) ( ),θ∗A  ( ) .0Re ≥θ  The mean inter-arrival time is 

( ) ( )( ) λ=−= ∗ 101AAE  (say), where λ is the mean arrival rate. The customers are 

served exponentially with parameter µ by a single server in batches of maximum 
size b with a minimum threshold value a. However, if the server finds 10 −≤≤ an  
customers present in the system at a service completion epoch of a batch, it proceeds 
to take exponential vacations with parameter φ. At the end of the vacation, if the 
server finds an ≥  customers waiting in the system, it begins to serve them 
according to batch service rule. Otherwise, if the server sees 10 −≤≤ an  
customers in the system at the end of that vacation, it either goes to another vacation 
(multiple vacation (MV)) or enters the idle phase (single vacation (SV)). If b or more 
customers are present in the queue at service initiate epoch/vacation completion, 
then only b of them are taken into service. It is further assumed that the late entries 
can join a batch in course of ongoing service as long as the number of customers in 
that batch is less than bd <  (called maximum accessible limit). At every departure 
epoch of service, the server may find the system in any one of the following three 
cases: (i) ,10 −≤≤ an  (ii) 1−≤≤ dna  and (iii) .dn ≥  In case (i), the server 

cannot initiate service, it goes to vacation state. In case (ii), the server takes the 
entire queue for batch service and admits the subsequent arrivals in the batch while 
the service is on, till the accessible limit d is reached, and such a batch is called an 
accessible batch (AB). In case (iii), it takes ( )bn,min  customers for the service and 

does not allow further arrivals into the batch being served even if the current batch 
size is not b, that is, when the batch size is greater than or equal to d, the batch 
becomes non-accessible (NAB) for late arriving customers. The traffic intensity is 
given by .1<µλ=ρ b  We analyze both multiple vacation and single vacation 
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models together and for that purpose we introduce an indicator function ( )δ  as 

follows: 1=δ  yields the results for the single vacation policy and 0=δ  gives the 
results for multiple vacation policy. 

The state of the system prior to a potential arrival at time t is described by the 
following random variables, namely, 

• ( ) =tNs  number of customers present in the system including those in service; 

• ( ) =tNq  number of customers present in the queue not counting those in 

service; 

• ( ) =tU  remaining inter-arrival time for the next arrival; 

• ( )















=ζ

batch.accessible-nonawithbusyisservertheif,3

batch,accessibleanwithbusyisservertheif,2

vacation,onisservertheif,1

,phase)(idledormancyinisservertheif,0

t  

Let us define the joint probabilities by 

( ) ( ) ( ) ( )( ) ,10,0,0,,, −≤≤≥=ζ+≤<== anutduutUuntNPrdutuR sn  

( ) ( ) ( ) ( )( ) ,0,0,1,,,0, ≥≥=ζ+≤<== nutduutUuntNPrdutuP sn  

( ) ( ) ( ) ( )( ) ,1,0,2,,,0, −≤≤≥=ζ+≤<== dnautduutUuntNPrdutuQ sn  

( ) ( ( ) ( ) ( ) ) .0,0,3,,,1, ≥≥=ζ+≤<== nutduutUuntNPrdutuQ qn  

As we shall discuss the model in limiting case, that is, when ∞→t  the above 
probabilities will be denoted by ( ) ( ),,lim tuRuR ntn ∞→

=  ( ) ( ),,lim 0,0, tuPuP ntn ∞→
=  

( ) ( )tuQuQ ntn ,lim 0,0, ∞→
=  and ( ) ( ),,lim 1,1, tuQuQ ntn ∞→

=  and their Laplace transforms 

are ( ),θ∗
nR  ( ),0, θ∗

nP  ( )θ∗
0,nQ  and ( ) ,1, θ∗

nQ  respectively. 

To obtain the queue length distribution at arbitrary epochs, we develop relations 
between distributions of number of customers in the system/queue at pre-arrival and 
arbitrary epochs. Relating the states of the system at two consecutive time epochs t 
and ,dtt +  using probabilistic arguments, we have in the steady-state 
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( ) ( ),0,00 uPuRdu
d δφ=−  (1) 

( ) ( ) ( ) ( ) ,11,010, −≤≤δ+δφ=− − anRuauPuRdu
d

nnn  (2) 

( ) ( ) ( ) ( )∑
−

=

µ+µ+δφ−=−
1

0,1,00,00,0 ,
d

ai
i uQuQuPuPdu

d  (3) 

( ) ( ) ( ) ( ) ( ) ,11,00,11,0,0, −≤≤+µ+δφ−=− − anPuauQuPuPdu
d

nnnn  (4) 

( ) ( ) ( ) ( ) ,,00,10,0, anPuauPuPdu
d

nnn ≥+φ−=− −  (5) 

( ) ( ) ( ) ( ) ( ) ( ),011,0,0,0, −δ+µ+φ+µ−=− aaaaa RuauQuPuQuQdu
d  (6) 

( ) ( ) ( ) ( )uQuPuQuQdu
d

nnnn 1,0,0,0, µ+φ+µ−=−   

( ) ( ) ,11,00,1 −≤≤++ − dnaQua n  (7) 

( ) ( ) ( ) ( ) ( ) ( )∑ ∑
= =

−+µ+φ+µ−=−
b

dk

b

dk
dkk QuauQuPuQuQdu

d ,00,11,0,1,01,0  (8) 

( ) ( ) ( ) ( ) ( ) ( ) .1,0 0,1,11,1,1, ≥φ++µ+µ−=− +−+ nuPQuauQuQuQdu
d

bnnbnnn  (9) 

Multiplying (1) to (9) by ue θ−  and integrating with respect to u from 0 to ∞, yields 

( ) ( ) ( ),000,00 RPR −θδφ=θθ− ∗∗  (10) 

( ) ( ) ( ) ( ) ( ) ,11,0010, −≤≤−δθ+θδφ=θθ− −
∗∗∗ anRRAPR nnnn  (11) 

( ) ( ) ( ) ( ) ( )∑
−

=

∗∗∗ −θµ+θµ=θθ−δφ
1

0,00,1,00,0 ,0
d

ai
i PQQP  (12) 

( ) ( ) ( ) ( ) ( ) ( ) ,11,00 0,0,11,0, −≤≤−θ+θµ=θθ−δφ −
∗∗∗ anPPAQP nnnn  (13) 

( ) ( ) ( ) ( ) ( ) ,,00 0,0,10, anPPAP nnn ≥−θ=θθ−φ −
∗∗  (14) 

( ) ( ) ( ) ( ) ( ) ( ) ( ),00 0,11,0,0, aaaaa QRAQPQ −δθ+θµ+θφ=θθ−µ −
∗∗∗∗  (15) 

( ) ( ) ( ) ( )θµ+θφ=θθ−µ ∗∗∗
1,0,0, nnn QPQ  

( ) ( ) ( ) ,11,00 0,0,1 −≤≤+−θ+ −
∗ dnaQQA nn  (16) 
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( ) ( ) ( ) ( ) ( ) ( ) ( )∑ ∑
= =

−
∗∗∗∗ −θ+θµ+θφ=θθ−µ

b

dk

b

dk
dkk QQAQPQ ,00 1,00,11,0,1,0  (17) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) .1,00 1,1,10,1,1, ≥−θ+θφ+θµ=θθ−µ −
∗∗

+
∗
+

∗ nQQAPQQ nnbnbnn  (18) 

Adding (10) to (18), and taking limit as 0→θ  and using the normalization 
condition, we get 

 ( ) ( ) ( ) ( )∑ ∑ ∑ ∑
−

=

∞

=

−

=

∞

=

λ=+++δ
1

0 0

1

0
1,0,0, .0000

a

n n

d

an n
nnnn QQPR  (19) 

The left hand side of (19) denotes mean number of entrances into the system per 
unit time and is equal to mean arrival rate λ. We discuss the solution for the model 
with single vacation policy ( )1=δ  in the subsection below. 

2.1. Model with single vacation policy 

In this model, we assume that the server takes exactly one vacation each time 
when the system becomes empty. On the other hand, up on return from a vacation if 
the server finds 10 −≤≤ an  customers in the system, then it becomes idle until 
the number of customer in the system reaches a or more. 

2.1.1. Steady-state distribution at pre-arrival epochs 

Let −
nR  be the probability that ( )10 −≤≤ ann  customers waiting in the 

system at pre-arrival epoch and the server is idle and −
0,nP  be the probability that 

( )0≥nn  customers waiting in the system at pre-arrival epoch and the server is on 

vacation. Further, let −
0,nQ  denote the probability that the server is busy with an 

accessible batch of size ( ),1−≤≤ dnan  and −
1,nQ  denote the probability that the 

server is busy with non-accessible batch of size ( )0≥nn  customers waiting in the 

queue at pre-arrival epoch. These are given by 

 ( ) ( ) ( ) ( ),01,01,01,01
1,1,0,0,0,0, nnnnnnnn QQQQPPRR

λ
=

λ
=

λ
=

λ
= −−−−  (20) 

where λ is given by (19). 

To obtain ,−nR  −
0,nP  and ,,

−
inQ  first we need to evaluate ( ),0nR  ( )00,nP  and 

( )0, inQ  which is done below. 
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Setting φ=θ  in (14), we get after recursive substitution 

 ( ) ,1,0 1
0, −≥β= +− anBP an

n  (21) 

where ( )00,1−= aPB  and ( ).φ=β ∗A  Substituting (21) in (14), we have 

 ( ) ( ( ) ) .,0, anABP
an

n ≥
θ−φ

β−θβ=θ
∗−

∗  (22) 

By using the displacement operator E defined by 1+= nn xEx  for all n, we can write 

(18) as 

 ( ) ( ) ( ) ( ) ( ) ( ) .1,00 1,0,1,11, ≥−θφ+θ=θθ−µ−µ ∗
+−

∗∗ nQPQAQE nbnnn
b  (23) 

Setting bEµ−µ=θ  in equation (23) and using (22), we obtain 

 ( ( )) ( ) ( ( )) .0,0
1

1, ≥
φ−µ−µ

βµ−µ−βφ
=µ−µ−

−++∗
∗ n

E
EABQEAE b

abnb

n
b  (24) 

The complementary solution of homogeneous difference equation ( ( −µ− ∗AE  

)) ( ) 001, =µ n
b QE  of equation (24) is given by 

( )( ) ,01,
nc

n CrQ =  

where C is an arbitrary constant and r is a real root inside the unit circle of the 

equation ( )bzAz µ−µ= ∗  for .1<ρ  

The particular solution of the difference equation (24) is given by 

( )( ) .0,0
1

1, ≥
φ−µβ−µ

φβ=
−++

nBQ b

abn
p

n  

Thus, the general solution of (24) is given by 

 ( ) .0,0
1

1, ≥
φ−µβ−µ

φβ+=
−++

nBCrQ b

abn
n

n  (25) 

Let ( ),θjz  ,1 bj ≤≤  be the b roots of 0=θ−µβ−µ b  for a fixed θ with 

( ) .0Re ≥θ  Then the complementary solution of the homogeneous difference 

equation ( ) ( ) 01, =θθ−µ−µ ∗
n

b QE  of (23) is given by 

( )( ) ( )∑
=

∗ θ=θ
b

j
jj

c
n zdQ

1
1, ,  
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where s’jd  are arbitrary constants. Since ( )∑
∞

=

∗ ≤
1

1, ,10
n

nQ  so we must have all 

.0=jd  

Thus, the general solution of (23), using (22) and (25) is 

 ( ) ( ( ) ) ( ( ) )
( ) ( )

.1,
1

1, ≥
φ−µβ−µθ−φ

ββ−θφ
+

θ−µ−µ

−θ
=θ

−+∗∗−
∗ nAB

r
rACrQ b

abn

b

n

n  (26) 

Using (22) and (26) in (15) and (16), after substituting ,µ=θ  we get 

( ) ( ) ( ) ,10 1
1 








−ω+

µβ+µ−φ
β−ωφ−

ω
= −−

−
ba

ba rrCBKR  (27) 

( ) ( ) ( ) ,00,
anananba

b

anan

n KrCrBQ −−−−
−−

ω+ω−+
φ−µβ−µ

ω−ββφ
=  

,11 −≤≤+ dna  (28) 

where ( )µ=ω ∗A  and ( ).00,aQK =  Thus, the solution of (15) and (16) is 

( ) ( ( ) ) ( ( ) )








θ−µ
ω−θω−

θ−φ
β−θβ

φ−µβ−µ
φβ=θ

∗−−∗−−
∗ AABQ

anan

bn
11

0,  

( ( ) )
θ−µ
ωω−θ+

−−∗ 1anAK  

( ( ) ) ( ( ) ) .1,
11

−≤≤








θ−µ
ω−θω−

θ−µ−µ

−θ+
∗−−∗−

dnaAr
r

rAr
r
C ana

b

n

b  (29) 

From (17), we get 

( )
( ) ( )

( ( ) ) ( ) ( )
( ) ( )




β−θ−φ
β−φ−µβ−θβ

θ−µφ−µβ−µ
φ=θ

+−∗−
∗

1
1 1

1,0
dbad

b
ABQ  

( ) ( ) ( )
θ−µ

ωθ+




β−ω−ββθ+
−−∗

+−−−−−∗
1

111
ad

abadad KAA  

( )
( ( ) )( )
( )( )

( ) ( ) .1
1

11
1









ω−θ+−
−θ−µ−µ

−−θµ
θ−µ

+ −−−−−∗
−∗

adadba
b

bd
rrA

rr
rrrAC  (30) 
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Setting φ=θ  in (13), we get after recursive substitution, 

( )00,nP  

( ) ( )
( )

,20,1 111
1 −≤≤









φ−µ−µ

−βµ−
φ−µβ−µ

β−−φµψ+β=
−−−−−

−+ an
r

rrCnaBB b

nanan

b

b
an  (31) 

where ( )( ).1 φ=ψ ∗A  Setting 0=θ  in (10) and (11), we get 

 ( ) ∑
=

−≤≤φ=
n

j
jn anPR

0
0, ,10,0  (32) 

where ,0,jP  10 −≤≤ aj  are obtained by setting 0=θ  in (12) and (13), 

respectively, and are given as 

( ) 







ψβ−φµ+

β
µ−φ−µ−

ω
φβ

µβ+µ−φ
=φ −

−
ab

ab aBP 110,0  

( )
( )

,1
1

1 111

ω
+









µ−φ−µ

β−µ
+

ω
−

−
−+

−−−−− K
r

rr
r

rC b

aaba

b

ba
 (33) 

( ) ( ) ( ) ( ){ }






 β+β−−φµψβ−β−µ−φ

µβ+µ−φ

β=φ
−−

11
1

0, naBP
b

b

an
n  

{( ) ( )} .11,
1
1111 −≤≤









−
−+

φ−µ−µ

β−+β−µβ
+

−−−
− an

r
r

r
rrCr bb

nanaan
n  (34) 

Setting µ=θ  in (17) and using (22), (25), (26) and (28), we get 

ba
b CrBK −−

µβ+µ−φ
φβ+  

 ( ) ( )
( ) ( )

( ) .1
1

1
1

11









−
−

+
β−µβ+µ−φ

β−βφ
ωω−=

−+−+−
−

r
rCB bd

b

abad
da  (35) 

Now using (21), (25), (28), (29), (31)-(34) in (19), we obtain 

 ,21 CTBT +=λ  (36) 
where 

( ) ( )
{ ( ) }( )

 β−βω+ω−φω
β−µβ−φ−µ

= +−+−−− 111
1 1

1
1 adabda

b aT  

{ ( ) ( )} ,11 
β−β+β−µ+ −aba  
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( )
( )

( )
( )( )( )

( )
( )( )rr

r
rrr

rara
r

ra
r

raT b

a

bb

a

b

a

b

ba

−µ−φ−µ

−µ−
−−µ−φ−µ

−+−φ+
µ−φ−µ

µ−µ+
−

−=
−−−−

1
1

11
1

1
1 111

2  

{ ( ) }( ) .1
1111 1

r
rarr bddadabdba

−
−−ω+ωω−++−+

−−−−−−
 

Setting φ=θ  in (12) and using (29)-(31) and (36), we get after simplification 

,
4
3

T
BTC =  (37) 

 ( ) ,1
32414
−+λ= TTTTTB  (38) 

where 

( ) ( )
( ) ( )




β−φ−µ

β−βωω−β

µβ−φ−µ
φµ=

+−+−−−

1

111
3

adabda

bT  

{ ( )} ( ) ,
1

11 1




φµ

φ−µβ−µβ
−

β−
β−β−−βψ

+
−−− baabab a  

( ){( ) ( ) ( ) } ( )( )
( )( )






φ−µ−µ−

β−−µ+β−+β−−−βφ−µ
µ−φ

µ=
−−−−−

b

dbbdaaba

rr
rrrrrrrT

1
111 111

4  

{( ) ( ) }( ) .1
11 1





−

−ωω−β+β−+
−−−

r
r bdda

 

Using (37) in (35), we get 

( ) ( )













−
β−

β−βωω−

µβ+µ−φ
φβ=

−−−
11

1 abadda

bBK  

( ) ( ) .1
11

4
3 













−
−ωω−++

−−
−

r
rrT

T bdda
ba  (39) 

Below we summarize the above results in Theorem 2.1 for pre-arrival epoch 
probabilities. 

Theorem 2.1. The pre-arrival distributions −
nR  that an arrival sees n customers 

in the system and the server is idle, −
0,nP  that an arrival sees n customers in the 

system and the server is on vacation, −
0,nQ  that the server is busy with an accessible 

batch and −
1,nQ  that the server is busy with non-accessible batch are given by 
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Proof. To get the desired results, we use (20) in (32), (31), (21), (28) and (25), 
respectively. 

2.1.2. Steady-state distribution at arbitrary epochs 

The arbitrary epoch queue length distributions nR  that an arrival sees n 
customers in the system and the server is idle, 0,nP  that an arrival sees n customers 

in the system and the server is on vacation, 0,nQ  that server is busy with an 

accessible batch and 1,nQ  that the server is busy with non-accessible batch are 

summarized in the following theorem. 

Theorem 2.2. The arbitrary epoch probabilities are given by 
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Proof. The results ,0,nP  10 −≤≤ an  are from (33) and (34). The other 

results of the theorem are obtained by setting 0=θ  in (22), (26), (28) and (30), 
respectively. 

Theorem 2.3. The arbitrary epoch probabilities { } 1
0
−a

nR  are given by 
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Finally, the only unknown quantity 0R  is obtained by using the normalization 
condition 
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Proof. Differentiating (11) with respect to θ, and setting ,0=θ  we obtain 

( ) ( ) ,11,0 1
1
0, −≤≤+φ−= −

−
∗ anRPR nnn  
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where ( )( ),01
0,

∗
nP  ,11 −≤≤ an  can be obtained by differentiating (13) with respect 

to θ and setting ,0=θ  we obtain 

( )( ) ( ( ) ( ) ) .11,010 0,1
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1,0,

1
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φ
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Finally, to know the quantity ( )( ),01
1,

∗
nQ  we differentiate (26) with respect to θ and 

setting ,0=θ  we get 
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2.2. Model with multiple exponential vacation policy 

We assume that the server takes vacation each time the number in the system 
drops below a. If the server returns from a vacation and finds a or more than a 
customers in the system, then it starts service immediately and continues until the 
number is less than a. If the server returns from a vacation and finds less than a 
number of customers in the system, then it begins another vacation immediately, and 
continues so until it finds a or more than a customers in the system upon returning 
from a vacation. 

2.2.1. Steady-state distribution at pre-arrival epochs 

It can be seen that equations (14) and (16)-(18) are independent of δ. Therefore, 

the pre-arrival probabilities ( ) ,01,
−
nQ  0≥n  and ( ),00,

−
nP  ,1−≥ an  will be same 

in both single- and multiple-vacation policies. Following the procedure discussed for 
single vacation policy, we can obtain pre-arrival epoch probabilities for multiple 
vacation policy. 

Setting µ=θ  in (15) and (16), we get 
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Thus, the solution of equations (15) and (16) is 
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Setting 0=θ  in (13), we obtain the recursive relation 
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Based on this recursion, we have 
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From (17), we obtain 
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Setting µ=θ  in (17) and simplifying, we get 
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Solving the linear equations (42) and (43) for B and C, we have 
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Theorem 2.4. The pre-arrival distributions −
0,nP  that an arrival sees n 

customers in the system and the server is on vacation, −
0,nQ  that server is busy with 

an accessible batch and −
1,nQ  that the server is busy with non-accessible batch are 

given by 
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2.3. Steady-state distribution at arbitrary epochs 

The arbitrary epoch queue length distributions 0,nP  that an arrival sees n 

customers in the system and the server is on vacation, 0,nQ  that server is busy with 

an accessible batch and 1,nQ  that the server is busy with non-accessible batch are 

summarized in the following theorem. 

Theorem 2.5. The arbitrary epoch probabilities are given by 
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Finally, the only unknown quantity 0,0P  is obtained by using the normalization 
condition 
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Proof. Differentiating (13) with respect to θ, and setting ,0=θ  we get the 

arbitrary epoch probabilities { } 1
10,
−a
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The other arbitrary epoch probabilities are obtained by setting 0=θ  in (22), 
(26), (40) and (41). 

3. Performance Measures 

Performance measures are important features of queueing systems as they 
reflect the efficiency of the queueing system under consideration. Once the state 
probabilities at pre-arrival and arbitrary epochs are known, we can evaluate various 
performance measures. The average queue length when server is in dormancy 
( ),0qL  the average queue length when server is on vacation ( ),1qL  the average 

queue length when the server is busy ( )2qL  and the average number of customers in 

the queue at an arbitrary epoch ( )qL  are given by 
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The average waiting time in the queue ( )qW  of a customer using Little’s rule is 

given as .λ= qq LW  

4. Special Cases 

In this section, some special cases which are available in the literature are 
deduced by taking specific values for the parameters a, d and b. 

Case 1. ,1=== bda  that is, the batch size is one. In this case, the model 

reduces to 1MGI  queue with single and multiple vacations. Using Theorem 2.4, 

the pre-arrival epoch probabilities in case of multiple vacation are given by 

( ) ,0,10, ≥σβ−=− nrP n
n  

( ) ( ) ,0,1 11
1, ≥−βσγ−= ++− nrrQ nn

n  

where ,
φ−µ−µ
φ−µβ−µ=σ r  

φ−µβ−µ
φ=γ  and the above result matches with 

Chatterjee and Mukerjee [4]. Using Theorem 2.1, the pre-arrival epoch probabilities 
in case of single vacation are given by 

( ) ( ) ,0,0, ≥βφ−µβ−µ−βµ= ∗− nrBP n
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where 

( ) {( ) ( ) ( ) ( )}.11 2 β−−µ−φ−µ−µµφψ+φ−µβ−µ−=∗ rrrrB  

Case 2. 1=== bda  and taking vacation parameter φ sufficiently large, that 
is, non vacation queue with the batch size one. In this case, the model reduces to 

1MGI  queue without vacations and our results match with the results available in 

the literature. Using Theorem 2.1 and Theorem 2.4, we obtain pre-arrival epoch 
probabilities as 

( ),10,0 rP −=−  

( ) ,0,1 1
1, ≥−= +− nrrQ n

n  

in both the cases, results are same as it should be and in case of single vacation 

.0,00
−− = PR  
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Case 3. Taking vacation parameter φ sufficiently large, the model reduces to 
( ) 1,, bdaMGI  queue without vacations. 

Case 4. ,da =  that is, the general batch service queue without accessibility and 

our model reduces to ( ) 1, baMGI  queue with single and multiple vacation 

policies. Substituting da =  in Theorem 2.1 and Theorem 2.4, we obtain the pre-
arrival epoch probabilities in single and multiple vacation policies, respectively. In 
case of multiple vacation pre-arrival epoch probabilities match analytically with the 
one obtained by Choi and Han [7]. 

5. Numerical Results 

To demonstrate the applicability of the results obtained in the previous sections, 
a variety of numerical results have been presented in tables and graphs by 
considering various inter-arrival time distributions such as exponential (M ), 
deterministic (D), Eralng ( )kE  and hyper-exponential ( ,2HE  with parameters 

).,,, 2121 λλσσ  

In Tables 1 and 2, the pre-arrival and arbitrary epoch probabilities of multiple 
and single vacation queues have been presented along with some performance 
measures. As desired, the queue length distributions match exactly in case of 
exponential distribution. In Table 3, the comparison of multiple and single vacation 
models with regard to average queue lengths and waiting time has been made for 

( ) ∞115,10,5
4 ME  model for different values of ρ. It is observed that ,1qL  ,2qL  

qL  and qW  are less in case of single vacation as compared to that in multiple 

vacation as it is expected for all values of ρ. 

In Figures 1 and 2, we have plotted average queue lengths ( )1qL  and ( )2qL  

against service rate ( )µ  for 2HE  distribution with ,5.021 =σ=σ  ,0.41 =λ  =λ2  
,0.6  ,8.4=λ  ,7.0=φ  5=a  and 25=b  for various values of accessible limit d. 

Figure 3 shows the average waiting time in queue ( )qW  versus traffic intensity 

( )ρ  for deterministic distribution with ,0.3=λ  ,3.0=φ  20=d  and 30=b  for 
various services starting threshold value a. 

The average waiting time in queue ( )qW  versus traffic intensity ( )ρ  is presented 

in Figure 4 for 3E  distribution with ,0.3=λ  ,5.1=φ  5=a  and 7=d  for various 
values of maximum batch size b. 
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In Figure 5, we have plotted average waiting time in the queue qW  for single 

and multiple vacations against accessible limit (d ) for DEM ,, 4  and 2HE  
distributions with ,6.01 =σ  ,4.02 =σ  ,2.11 =λ  ,2.32 =λ  ,6.1=λ  ,2.1=φ  

,4.0=ρ  5=a  and .25=b  The following observations can be made from these 
figures: 

● As µ increases 1qL  increases while 2qL  decreases and asymptotically 

approaches its minimum value. Further, 1qL  is low for small d and becomes high for 

large d but for 2qL  this situation will be reversed. 

Table 1. Queue length distributions at various epochs in case of single vacation 
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Table 2. Queue length distributions at various epochs in case of multiple vacation 

 

Table 3. Comparison of performance measures with single and multiple vacation 

policy for ( ) ∞115,10,5
4 ME  distribution with ,5.1=λ  1.2=φ  
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• As µ or ρ increases the performance of the system increases for small values 
of a and large values of d and b. 

• Among all arrival distributions under consideration the deterministic 
distribution gives better performance of the system. 

• The single vacation policy outperforms the multiple vacation policy. 

 

Figure 1. Effect of µ on 1qL  for different values of d. 

 

Figure 2. Effect of µ on 2qL  for different values of d. 
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Figure 3. Effect of ρ on qW  for different values of a. 

 

Figure 4. Effect of ρ on qW  for different values of b. 

 

Figure 5. Effect of d on the average waiting time for SV policy. 
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Figure 6. Effect of d on the average waiting time for MV policy. 

Conclusion 

In this paper, we have analyzed the general arrival infinite buffer queue with 
accessible and non-accessible batch services with both single and multiple     
vacation policies that have potential applications in modelling computer and 
telecommunication systems, computer networks, etc. We have developed the 
recursive method, using the supplementary variable technique and treating the 
remaining inter-arrival time as the supplementary variable, to find the steady-state 
queue/system length distributions at pre-arrival and arbitrary epochs. The recursive 
method is powerful and easy to implement. Various performance measures are 
obtained and it is noticed that the average queue length and average waiting time are 
less in the case of single vacation model as compared to that in multiple vacation 
case. The techniques used in this paper can be applied to analyze more complex 

models such as ( ) 1,, bdaX MGI  and ( ) 1,, bdaGGI  queues which are left for 

future investigations. 
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