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Abstract

We give a necessary and sufficient condition that a Boolean formula in
3-CNF is satisfiable in the form of a multiple integral and apply the Monte
Carlo method to its evaluation.

1. Introduction

3-SAT is the problem deciding whether a given Boolean formula in 3-CNF is
satisfiable, which was shown to be NP-complete by Cook [1]. 3-SAT can also be
stated as follows.

Let ¢(X, ..., X,) be a Boolean formula in 3-CNF
(Y11 V Y12 V Y1) A A (Yme V Ym2 v Ym3),
where Y11, ., ¥m3a € {X1, = X4, - X, = Xn }- By the equivalence relations
XAY S XY, Xvyel-1-x)1-y), —-x<l1-X

(X, ..., Xp) can be transformed into

m

[Ta-a-va-via)a- v,

i=1

where Yq1, ..., Ym3 € {X, 1 = Xq, ..., Xn, 1= X, } [3]. Then 3-SAT is equivalent to the
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problem deciding whether
m
To(x, 0 %) = D (@= i) @~ yi2) @ - yia)*"™ = 0 (1)
i=1

has a solution for Xxq, ..., X, € {0, 1}.

In this paper, we give a necessary and sufficient condition that (1) has a solution
for xq, .., X, € {0, 1} in the form of a multiple integral and apply the Monte Carlo

method to its evaluation.
2. The Criterion
We write, for ¢ > 0,
D, ={(Xg, s Xn) i€ <X <1l-g,i=1 ..,n}
Dg(ag, - an) = {(X, - X)) € [0,1]" 1 <% —a | <Y2,i=1 .., n}

(26n2+2n

Theorem 1. Suppose that & < (3n +1)"/ mn). Then To(X, ..., X,) =0

has a solution X, ..., X, € {0, 1} if and only if

J‘ J‘ --dxy, S 1
T(p(Xl,..., n)  mng’

Proof. If To(ay, ..., a5) =0 for &, ..., a, € {0, 1}, then

- dx
I(ay, ..., j J' _Oxg-e-dxy
( ' e Z(al B T(P(Xll o Xn)
Xm an
> - . i i .
£—¢ m(x c+ Xp )
g2 e—e2 mne2ntl
_ 1
“ mne’

Hence, if (1) has at least one solution, then

.[ .[ T(p(Xl, ...,Xn )~ mi,g- )
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If To(ay, ..., ay) = 0 for &, ..., a, € {0, 1}, then

dxq -+ dxp
I(al, ey an) < I JDS_SZ(Q 0) ((1_ Xl)-~~(1— Xn))6n+3

= 1 ( 1 B 1 Jn
(6n+2)" | 1-1/2)°™2  (1-g+¢2)M2

26n2+2n
< —-.
(6n +2)"

Hence, if (1) has no solution, then

an 26n2+2n 3
J. _[ T(p(Xl, vy Xn) < (3n +1)n ' ( )

2
By (2), (3) and & < (3n +1)" /(2°" *2"mn), the theorem follows. O

3. Numerical Integration

From Theorem 1, to check satisfiability for ¢(xq, ..., X, ) it suffices to evaluate

! _I J T(P(le -fjlxn )

with the error

1 1 26n2+2n

2| mne (3n4+1)" |
Using the Monte Carlo method [2], we can estimate

(1-2e+ 22" § 1
I~ N ;T(p(xl(i), o (1))

where (%((2), ..., X4(2)), .-, (X¢(N), ..., x,(N)) are points selected at random in

D2 The error is O(N ’1/2) independent of the dimension n.
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