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Abstract 

A new copula function for construction of bivariate and multivariate 
distributions with specified marginals will be introduced. The properties 
of linear correlation and rank correlation of a new copula function in 
bivariate case will be studied. The comparison between a new copula and 
Farlie-Gumbel-Morgenstern bivariate copula will be studied. In section a 
new copula in multivariate case will be given. The general properties of a 
new copula function in multivariate case and constrains on its parameters 
α’s in trivariate case will be studied. 

1. Introduction 

Since the second half of 20th century, the construction of bivariate and  
multivariate distributions with specified marginals, which can be normal or 
nonnormal, has been become a basic problem in statistical science for understanding 
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relationships among bivariate or multivariate outcomes, also it is an important for the 
other sciences. For an example in actuarial science, when two lives are subject to 
failure, such as under a joint life insurance or annuity policy, we are concerned with 
joint distribution of lifetimes. As another example, when we simulate the distribution 
of a scenario that arises out of a financial security system, we need to understand the 
distribution of several variables interacting simultaneously, not in isolation of one 
another. So the construction of bivariate and multivariate distributions is discussed 
by many literatures, Gumbel [3], Johnson and Kotz [5], D’Este [1], Schweizer and 
Wolff [11], Gupta and Wong [4], Long  and Krzysztofowicz [8], Johnson et al. [6], 
Fang et al. [2], Nelsen [9], Kole et al. [7] and others. 

In this paper, we review the Farlie-Gumbel-Morgenstern bivariate copula 
function in Section 2. In Section 3, we introduce a new copula function for 
construction of multivariate distributions with specified marginals, study its 
properties and constrains on its parameters α’s in trivariate case. In Section 4, we 
introduce a new copula function for construction of bivariate distributions with 
specified marginals and study linear correlation, rank correlation and comparison 
between a new copula and Farlie-Gumbel-Morgenstern bivariate copula. 

2. Farlie-Gumbel-Morgenstern Bivariate Construction 

Johnson and Kotz [5] discussed the construction of bivariate distributions using 
method due to Farlie, Gumbel and Morgenstern system. (FGM system of bivariate 
distribution). The FGM system provides a general technique by which a bivariate 
distribution can be constructed directly from its marginal distribution and correlation 
between the variables. The FGM bivariate cumulative distribution function of the 
random variables 1X  and 2X  is given by 

 ( ) ( ) ( ) ( )( ) ( )( )[ ],111, 2211221121 −−α+= XFXFXFXFXXF  (1) 

where ( )jXF  is the marginal cumulative density function of the random variable  

jX  for ,2,1=j  and the parameter α is directly proportional to the correlation 

coefficient and the limits of α were obtained by Johnson and Kotz [5] as .1<α  

Pearson’s correlation coefficient ρ between the random variables has the same sign 
as α, and is proportional to it. An upper bound for ρ in the FGM system is given by 
Schucany et al. [10] who proved that .31<ρ  The corresponding joint probability 

density function for (1) is given by 
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 ( ) ( ) ( ) ( )( ) ( )( )[ ],12121, 2211221121 −−α+= XFXFXfXfXXf  (2) 

where ( )jXf  is the marginal probability density distribution, i.e., p.d.f. of the 

random variable jX  for .2,1=j  

Note that, the equation (1) can be express as the copula function as the 
following: 

 ( ) ( ) ( )[ ]111,, −−α+=α VUUVVUC  (3) 

and the corresponding joint probability density function for (3) is given by 

 ( ) ( ) ( ),12121,, −−α+=α VUVUc  (4) 

where  10,10 ≤≤≤≤ VU  are uniform distributions. 

3. A New Copula Function in Multivariate Case 

The new copula function which hence after denoted by GFGM copula. It can be 
considered as generalization of FGM copula. The GFGM copula function of p 
random variables can be given by 
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Note that, when 0=β  in equation (6) is multivariate distribution for FGM 

construction. 
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Constraints on α’s 

The α’s must be such that the joint probability density function is nonnegative 
for all X. From (18), we see that we must have 
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hence the substitution of ( ) 1,0=jj XF  ( )pj ...,,1=  in every one of the possible 

combinations will yield necessary and sufficient condition on the values of the α’s. 
These conditions are therefore 
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where .1±=jc  

For ,3=p  we have 

01 123132312 ≥α+α+α+α+  at ( ),1321 === ccc  (9) 

01 123132312 ≥α−α+α+α+  at ( ),1321 −=== ccc  (10) 

01 123132312 ≥α+α−α+α−  at ( ),1,1 321 −=== ccc  (11) 

01 123132312 ≥α+α+α−α−  at ( ),1,1 312 −=== ccc  (12) 

01 123132312 ≥α+α−α−α+  at ( ),1,1 213 −=== ccc  (13) 

01 123132312 ≥α−α−α−α+  at ( ),1,1 213 ==−= ccc  (14) 

01 123132312 ≥α−α+α−α−  at ( ),1,1 312 ==−= ccc  (15) 

01 123132312 ≥α−α−α+α−  at ( ).1,1 321 ==−= ccc  (16) 
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We can summarize the conditions on the α’s, for ,3=p  as follows: 

From inequalities (13) and (14) 

.1 121232313 α+≤α±α+α  

From inequalities (12) and (15) 

.1 131232312 α+≤α±α+α  

From inequalities (11) and (16) 

,1 231231312 α+≤α±α+α  

and from inequalities (9) and (10) 

.1 231312123 α+α+α+≤α  

4. A New Copula Function in Bivariate Case 

The GFGM copula in bivariate case is given by 
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where 10,10 ≤≤≤≤ VU  are uniform distributions, 1≤α  and  ....,2,1,0=β  

The corresponding joint density function for ( )βα,,, VUC  of U and V is given by 

 ( ) ( ) ( ) ⎥
⎦

⎤
⎢
⎣

⎡
−⎥

⎦

⎤
⎢
⎣

⎡
−α+=βα +β+β 12

1
12

1
12121,,, VUVUc  (18) 

and in terms of ( ) ( )2211 , xfxf  is given by 
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where ( )jj Xf  is the marginal density function of jX  and ( )jj XF  is the marginal 

cumulative distribution function of jx  for .2,1=j  Note that when 0=β  the 

equation ( )21, XXf  becomes joint density of Farlie-Gumbel-Morgenstern. 
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4.1. Measures of correlation 

(a) Linear correlation 

Theorem 1. If 1x  and 2x  are bivariate GFGM with finite nonzero variances, 

then 

 ,
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where ρ is Pearson’s correlation coefficient. 

Proof. Let 
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but 
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Special cases 

 (i) From Theorem 1, if 1=α  and ,0=β   then ,3
1≤ρ  that is to say FGM is 

a special case of our GFGM copula. 

(ii) From Theorem 1, if 1=α  and ,∞→β  then .1≤ρ  

(b) Rank correlation 

Schweizer and Wolff [11] showed that two standard nonparametric correlation 
measures could be expressed solely in terms of the copula function. These are 
Spearman correlation coefficient, defined by 

( ) ( )[ ] ,,12, 21 ∫ ∫ −=ρ dUdVUVVUCXXs  (25) 

and Kendall’s correlation coefficient, defined by 

( ) ( ) ( )∫∫ −=τ .1,,4, 21 VUdCVUCxx  (26) 

Theorem 2. Spearman’s correlation coefficient ( )βαρ ,s  between u and v, for 

the GFGM copula is given by 
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Proof. From equations (5) and (13), we have 
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Theorem 3. Kendall’s correlation coefficient ( )βατ ,  between u and v, for the 

GFGM copula is given by 

( ) .
34
122,

2
⎟
⎠
⎞⎜

⎝
⎛

+β
+βα=βατ  (28) 

Proof. From equations (5) and (14), we have 
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4.2. Comparison between GFGM copula and FGM copula 

In fact the linear or rank correlation coefficient is important factor for 
comparison among methods of constructing bivariate distribution so we can compare 
the maximum possible value of ratio αρ  between GFGM copula and FGM copula 

for some distributions as the following Table 1: 

Table 1. The maximum possible value of ratio αρ  of FGM and GFGM for some 
distributions 

Family of distribution FGM construction GFGM copula 
Uniform 31  43  

Exponential 41  0.48 
Gamma 0.315 0.629 
Beta 0.297 0.801 
Normal π1  π2  

This table indicates that the GFGM copula has a wider range than the FGM copula. 
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