
 

Far East Journal of Experimental and Theoretical Artificial Intelligence 
Volume 3, Issue 2, 2009, Pages 125-141 
Published Online: September 9, 2009 
This paper is available online at http://www.pphmj.com 
© 2009 Pushpa Publishing House 

 

 :phrasesandKeywords exponential smoothing forecasting, time series, periodicity, seasonal 
ratio, fishery statistics. 
This work is supported by the Fisheries Agency, Council of Agriculture in Taiwan, R. O. C. 
(96AS-8.1.1-FA-F1 to T.-W. Pai). 

Received June 24, 2009 

EXPONENTIAL SMOOTHING FORECASTING 
MODELS FOR FISHERY STATISTICS 

HSIN-WEI WANG, TUN-WEN PAI and CHIA-HAN CHU 

Department of Computer Science and Engineering 
National Taiwan Ocean University 
Keelung 20224, Taiwan, R.O.C. 

Abstract 

An exponential smoothing forecasting model is built to analyze and 
forecast the amount and unit price of export and import fishery 
products. Based on the statistics of historical data, the amount and unit 
price of each fish product in the coming year can be predicted, which 
provides useful reference information on decision-making for fishing 
trades and related businesses. Four different models of the moving 
average, horizontal seasonal smoothing forecasting, additive seasonal 
smoothing forecasting, and multiplicative seasonal smoothing forecasting 
models are designed as fundamental archetypes in the proposed 
forecasting system. The proposed models reflect periodic and trend 
properties from historical time-series data, and rapidly adjust and 
improve predicted precision according to the updated values. From the 
experimental data, the amount and unit price of most import and export 
fishery products in Taiwan are demonstrated with seasonal changing 
factors and periodic properties, and the prediction error rates for 
quantity and price are shown and discussed in this paper. 

I. Background 

Data mining techniques for specific applications include combination 
of data acquisition, statistical analysis, machine learning, marketing 
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plans, and financial analysis. Trends, patterns, and relationships among 
time-series data can be found through building Data Warehouses (DW) or 
Data Markets (DM) to organize more valuable information. A well 
developed business intelligent system would help users to discover 
encrypted knowledge to assist the decision support system, and it may 
provide dependable forecasts for chief executive officers to make fast and 
accurate decisions. 

A decision-making framework usually selects an appropriate statistical 
analysis model among commonly used traditional ones, and then extracts 
the essence from large amounts of data, recognized corollaries, and lastly 
offers strategic counseling. Techniques of most traditional statistical 
analyses are mainly divided into four general types. The first type is the 
probability theory also known as the information analysis, which includes 
dispersions measures, normal distribution, and exponential distribution, 
etc. [14]. The second statistics theory includes point estimation, one-
tailed, two-tailed, and paired sample tests, etc. [15]. The third multi-
variable analysis contains regression analysis [16], and the last one is the 
time-series forecast [1, 3, 9, 14, 15, 16, 18, 20] which includes auto-
regression, recursive lag regression [2, 8, 12], time-series decomposition 
[7, 21], ARIMA [11, 23], and exponential smoothing [4, 5, 17], etc. Among 
the previously mentioned strategies, the last approach is a type of time 
dependent technology. Comparing to all various analytical methods                                                     
for time-series data, the exponential smoothing methodology shows 
characteristics of simplicity, robustness, and high-fidelity performance 
prediction for time-series data. These attributes make it one of the most 
suitable techniques for automated forecasting models. Therefore, this 
study utilizes the exponential smoothing model to forecast the amount 
and unit price of export and import fishery products. The exponential 
smoothing model adopts the historical time-series data for short-term 
forecasts, which particularly rely on the most recent past information, 
especially by adaptively selecting and considering information for 
forecasting of the near future. Hence, it is critically important that the 
observed time-series data is highly stabilized and regulated. This is why 
the exponential smoothing forecasting method has already been widely 
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applied to general usages and an array of business management [10, 13, 
19, 22]. 

Ever since Taiwan joined the WTO in 2002, the imports and exports 
of agricultural and fishing products have been one of the most affected 
items. The drastic changes in quantities and unit prices of these products 
reflect the export and import needs instantaneously. Therefore, the 
government plays an important role in guiding the agricultural and 
fishing market management policies. In the past, decision-makers relied 
heavily on their own perspectives or accumulated experiences as a basis 
for policy-making. Usually, hidden variables and uncertainties may put 
the agricultural and fishing business under unnecessary risks. To 
maintain the business of fishing industry by maximizing efficiencies of 
imports and exports with respect to trading quantity and unit price, 
decision-makers must ponder these issues thoroughly. 

The official Fisheries Agency in Council of Agriculture of Taiwan 
provides the information on the import/export amount and unit price of 
fisheries. Sample data of fishery products adopted in this paper are 
selected according to the completeness of historical records and the 
majority of import and export products. For example, commonly imported 
fish such as eel and grouper, and exported fish including Tilapia and 
pike-eel are selected in this study. This paper is written and analyzed 
based on the assumption that the raw data had been verified without 
errors, and the developed system can offer decision-makers accurate and 
dependable parameters in which to support the best-informed decisions. 

II. System Configuration 

Other than employing the exponential smoothing model as a 
forecasting tool, this paper utilizes a number of mathematical models and 
statistical analysis to set the guidelines of the decision support system. 
For example, as Figure 1 depicts, the infrastructure consists of three 
main stages: Preprocessing stage, forecasting stage and post-processing 
stage. 
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Figure 1. Infrastructure of a three-stage forecasting mechanism. 

A. Preprocessing stage 

The first state, namely the preprocessing stage includes three 
processes: Periodicity analysis, trend analysis, and the forecasting model 
selection. 

A.1. Periodicity analysis procedure 

This procedure is divided into two modules. The first is the 
autocorrelation analysis module where periodic patterns are uncovered 
from the time-series of historical data. Complete records on the trading 
amount and unit price of export and import fisheries spanning 119 
months (Jan. 1998 ~ Nov. 2007) are extracted from a database. Through 
autocorrelation analysis in Equation (1), the cross-correlation of the 
acquired time-series data with itself is calculated. If the data reflect a 
patterned series, the analysis will, therefore, show a periodic peak in 
amount and unit price in the newly formulated series. In Equation (1), u 

represents a M×1  vector that includes 119 months of data and ∗u  
represents the conjugate complex vector of u. There are no complex 

numbers in this paper, signifying the equivalence of ∗u  and u. The ku  
represents the kth element of the u vector. M represents the number of 
months (119 in this case) and y is the output vector after autocorrelation 
analysis where iy  denotes the ith element (ranging  between 1 to 

)12 −M  of the vector y. The range indicates the transformation of the 

vector from M to 12 −M  after autocorrelation analysis. 
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The second module is the first-order derivative of the autocorrelation 
analysis. Here small peaks most likely formed by outliers are filtered 
from the predefined criterion for large peaks. Filtered peaks are 
determined by Equation (2), where iP  is the ith peak and maxP  is the 

largest peak. 
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If ,thresholdmax PPP i  then iP  rejected, else iP  reserved for i1  

,pN  (2) 

thresholdP  represents a thresholding value and is set as 12 in this 

paper according to experimental trials on known data sets heuristically 
and pN  is the number of peaks. Further filtering processes for peak 

identification are employed to discern peaks with highly variable time 
periods against those of low variances. This is done through standard 
deviation verification and is shown in Equation (3), 

 ( ) ( ) .11 2
21

2
2 α−α χ−<σ<χ− NsNs  (3) 

With the sample size of N, s is the standard deviation of a random 
sample selected from a population database. The σ is symbolized as the 
population standard deviation. Equation (3) calculates the ( )α−1  100% 
confidence interval of the population standard deviation, where α−1  is 

the confidence level. The 2
2αχ  and 2

21 α−χ  are chi square values where 

the right-tail areas are 2α  and 21 α−  with 1−N  degrees of freedom. The 
aforementioned random samples are the time-series data obtained for 
this study of the export and import of fishery products in the 119-month 
time span. A 90% confidence interval ( )90.01 =α−  is applied to filter 
highly variable time period intervals. In addition, a 118 degree of freedom 
is obtained from the chi square table. Through Equation (3), peaks in the 
confidence interval are filtered and selected. If the number of peaks is 
equal to or greater than 2, the set time-series data is claimed to present 
periodic patterns and vice versa. 



HSIN-WEI WANG, TUN-WEN PAI and CHIA-HAN CHU 130 

A.2. Trend analysis procedure 

The main objective of this module is to determine the general trend of 
observed time-series data. It is assumed that 30 or more random samples 
are distributed normally. By employing linear regression analysis, the 
optimum trace or estimated regression line xbby 10 +=  of the importing 

and exporting amount and unit price of fisheries can be found. The 0b  

denotes the y-axis intercept while 1b  is the slope of the regression line. 

The parameters of 0b  and 1b  are the least squared estimation of the 

regression coefficients 0β  and .1β  The value at the ith time is ix  while 

the amount and unit price of fish at time is signified as .iy  The optimum 

trace is determined via the method of least squares by Equations (4), (5), 
and (6) [6]. This paper regards the x-axis as its basis for trend analysis. 
An angle appeared between the x-axis and the optimum trace represents 
the existence of a trend while null angle signifies no significant trend. A 
positive slope of the approximated trace represents a positive trend and 
the data increased with time. A negative slope indicates a negative trend 
where the data values decreased with time. No trend denotes the absent 
relationship between the data and time. 
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A.3. Forecasting model analysis procedure 

After the two aforementioned procedures, the system relied on the 
periodicity and trend to retrieve the most appropriate module for the 
forecasting stage. The entire selection flowchart is depicted in Figure 2. If 
the data series does not show significant patterns after periodic analysis, 
the moving average method for 12 months will be employed as the 
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forecasting model. In this paper, a moving average (Mo.) value of 12 
indicates that data is obtained by taking average of previous 11 and that 
current month to provide the estimation for the next month. 

Periodicity 
Analysis

Trend
Analysis

Seasonal
Analysis

with periodic feature

with trend feature

RMSEM < RMSEA

MTSSM

Moving Average

Non-periodic

without trend feature

HSSM

RMSEA < RMSEM

ATSSM

 

Figure 2. Flowchart of forecasting model selection. 

If the data series shows significant periodicity, then it will be 
continued to the second trend analysis procedure. A horizontal seasonal 
smoothing method will be applied in the next stage if the series does not 
show significant trends and seemed to portray stable development. The 
data is said to be independent of time. If the data portrays a trend, 
whether it is positive or negative, monthly data is transformed into 
seasonal data to determine the ideal seasonal ratio and the apparent 
seasonal ratio in the third forecasting module (seasonal analysis). By 
employing Equations (7), (8) and (9), the root mean square error (RMSE) 
of the ratios is calculated. This is the square root of the mean square 
error (MSE). MSE is the quotient from dividing the sum of square error 
(SSE) and the df (SSE). The degree of freedom (df) for the error is set as 

,kN −  where N symbolizes the total number of random samples and k 
( )1=  is the limiting factor. The ix  denotes the ith estimated data point 

and the x  denotes the mean of the data. If the RMSE determined by the 
multiplicative seasonal method (RMSEM) is smaller than that 
determined by the additive seasonal method (RMSEA), then the 
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multiplicative mechanism should be applied later on. Vice versa, the 
additive seasonal smoothing pattern should be selected as the forecasting 
model. 

,MSERMSE =  (7) 

( ) ( ),SSESSESSEMSE kNdf −==  (8) 

( ) .SSE
1

2∑
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−=
N

i
i xx  (9) 

B. Forecasting stage 

Forecasting is the second stage of the proposed system. Through 
predictions made by the modules in the pre-processing stage, forecasting 
models are assigned for further estimation. The objective of this stage is 
to forecast the amount and unit price of export and import fisheries in the 
coming month or year. The selected module, though, limits the extent in 
time of the estimation. If the moving average method is applied for the 
12-month data, forecasts would only be extended up to a month. If the 
horizontal, additive, or multiplicative seasonal smoothing modules are 
applied, forecasts for the coming whole year will be obtainable. The 
following sections are further description and analysis of moving average 
(Mo.), horizontal seasonal smoothing (HSSM), additive seasonal 
smoothing (ATSSM), and the multiplicative seasonal smoothing modules 
(MTSSM). 

B.1. Moving average 

The Mo. module is applied to predict future values from the observed 
values of the present time and the past 1−N  data entries. First, an N 
(the total number of elements in the time-series ),...,, 11 TTNT xxx −+−  is 

previously selected. Through Equation (10), the moving average at time T 
( )TM  can be obtained. The average can be employed as an estimate for 

time period ( ( ) ).ˆ TT Mx =ττ  When the value of N is increased, Equation 

(11) plays as a recursive mechanism to reduce the level of computational 
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complexity and to obtain a new average much faster. 

( ) ,11 NxxxM TTNTT +++= −+−  (10) 

( ) .1 NxxMM NTTTT −− −+=  (11) 

B.2. Horizontal seasonal smoothing 

The horizontal seasonal smoothing model, HSSM, is a forecasting 
module set on the assumptions described below. First, it is assumed that 
the time interval is one month. Second, each periodic cycle is assumed 
one year in length. Third, when a certain requirement fulfills the 
horizontal seasonal status, it will present seasonal characteristics. The 
average criteria of every month of a particular year will remain constant 
or close to constant. This module represents a significant seasonal pattern 
yet has no distinct direction of trend. The horizontal seasonal smoothing 
model can be divided into two major processes, the first being the 
initiation process and the second the renewal process. The first process 
separates data into 12-month groups. Through Equations (12) and (13), 
where α and γ are both 0.12, an amount or unit price series for the future 
week obtained after adjustments from the seasonal ratio stS −  of the last 

season can be calculated. The subscript st −  signifies a point in the 
present cycle t and the number of time periods on a cycle s. For example, 
the cycle of this paper regarding import and export amounts of fisheries is 
a year. Each month is a period, meaning the value of s is 12. Therefore, in 
the ratio of the 13th month, 1213−S  is the ratio of the first period to the 

last cycle, etc. Through Equation (14), the second process then proceeds to 
forecast the values of the future year. The mth period is denoted with a 
subscript m. 

 ( ) ( ) ,1 1−− α−+α= tsttt LSYL  (12) 

( ) ( ) ,1 stttt SLYS −γ−+γ=  (13) 

,msttmt SLF +−+ =  (14) 

where actual=tY  demand observed in period t, estimate=tS  of seasonal 
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factor for period t, estimate=tL  of level at the end of period t, 

forecast=+mtF  of demand for period ,mt +  and parameters α and γ are 

the smoothing constants for level and seasonal factor, respectively. The 
difference between multiplicative/additive seasonality and horizontal 
seasonality is whether there is a directional trend presented in the time- 
series data. If there is a directional trend, then the multiplicative/additive 
module is applied to forecast. 

B.3. Additive seasonal smoothing and multiplicative seasonal 
smoothing 

The difference between the additive and multiplicative seasonalities 
is that the amount and unit price of the first fluctuated stably with the 
direction of the trend and the latter fluctuates in multiples along the 
direction of the trend. Similarly, the multiplicative and additive models 
are also divided into the initial and renewal stages as the horizontal 
smoothing model. The additive seasonal smoothing model conducts the 
two stages through Equations (15), (16), (17) and (18) whereas the 
multiplicative seasonal smoothing model utilizes Equations (19), (20), (21) 
and (22). 

( ) ( ) ( ),1 11 −−− +α−+α= ttsttt TLSYL  (15) 

( ) ( ) ,1 11 −− β−+−β= tttt TLLT  (16) 

( ) ( ) ,1 stttt SLYS −γ−+γ=  (17) 

( ) ,mstttmt SmTLF +−+ +=  (18) 

( ) ( ) ( ),1 11 −−− +α−+−α= ttsttt TLSYL  (19) 

( ) ( ) ,1 11 −− β−+−β= tttt TLLT  (20) 

( ) ( ) ,1 stttt SLYS −γ−+−γ=  (21) 

,mstttmt SmTLF +−+ ++=  (22) 

where actual=tY  demand observed in period t, estimate=tS  of seasonal 
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factor for period t, estimate=tL  of level at the end of period t, 

estimate=tT  of trend at the end of period t, and forecast=+mtF  of 

demand for period .mt +  The parameters ,α  β  and γ are smoothing 

constants for level, trend and seasonal factor, respectively, and which are 
employed to adjust the historical and present data in the equations. 
According to experience and historical evidences, in this study, we select 

,α  β  and γ values of 0.12, 0.12 and 0.1, respectively. 

 

Figure 3. The data flow in the second and third stages for real-time 
prediction in unit price and amount of trading fishery products: (a) 
the query interface; (b) the predicted results of available species; (c) 
an example of output PDF document. 
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C. Post-processing stage 

The third post-processing stage, an on-line query processing, is 
designed for creating an effective and pertinent representation for the 
statistical analysis. Through Internet connecting and parameter setting, 
users are able to obtain the predicted unit price and quantity information 
of a specified fishery species for the next year within a real time manner. 
Based on the proposed exponential smoothing techniques, the trend, 
seasonal features, and periodic distribution for the amount and unit price 
of most import and export fisheries of Taiwan can be displayed in a 
comprehensive PDF document, and the integrated data flow from queries 
to output document formulation is briefly shown in Figure 3. 

III. Results and Discussions 

The main goal of this study is to utilize historical data on amount 
and unit price of import and export fishes to establish an automated 
forecasting model. All available records of various fishes from Fisheries 
Administration of the Council of Agriculture in Taiwan are analyzed by 
the proposed system. To illustrate the performance of the constructed 
models, imported grouper and exported pike-eel are selected as examples 
for demonstration. 

 

Figure 4. Autocorrelation analysis of imported grouper and exported 
pike-eel. 
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From the aforementioned flowchart of the entire infrastructure, the 
periodicity of the import/export time-series data is analyzed at the first 
step and shown in Figure 4, which shows the curves of autocorrelation 
analysis of the specified fish species. The left two figures are the 
autocorrelation of trading amount whereas the right figure represents the 
autocorrelation information for unit price. After confidence interval 
analysis of the standard deviation in these figures, it is found that both 
amounts and unit price for imported grouper and exported pike-eel 
possess periodic characteristics. Next step is focused on identifying the 
relationship between trends and seasons in order to find the appropriate 
forecasting models. Results of trend analysis for multi-variable regression 
analysis are depicted in Table 1 and Table 2. Since Table 2 shows that 
exported pike-eel does not possess trend characteristics on unit price, it 
is not necessary to determine whether the seasonality is additive or 
multiplicative types via RMSE evaluation. 

Table 1. Trend analysis for imported grouper 

 

Table 2. Trend analysis for exported pike-eel 
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Table 3 depicts the results of the seasonal ratio error analysis for 
amount and unit price, respectively. The RMSEs are obtained from the 
difference between the average seasonal ratio and the actual seasonal 
ratio obtained through the additive/multiplicative model. It also shows 
that grouper species possessing an additive error are smaller than its 
multiplicative counterpart, however pike-eel is opposite for amount. 
Therefore, it concludes that grouper shows additive seasonal trends for 
unit price and amount, and exported pike-eel possesses multiplicative 
seasonal trends for amount. To forecast the unit price of pike-eel, HSSM 
is the best choice. 

Table 3. Analysis of seasonal ratio error (RMSE) for amount and price 

Imported grouper Amount Price 
ATSSM 0.254052301 0.041328294 
MTSSM 0.345255882 0.044911422 

Exported pike-eel Amount Price 
ATSSM 0.309425524 N/A 
MTSSM 0.29635816 N/A 

Table 4. Average error rates within one year prediction for amount 
and unit price of several major fish products 

Amount ATSSM MTSSM HSSM 
Imported grouper 42.86% 65.54% 165.27% 
Exported pike-eel 47.59% 43.66% 51.26% 
Exported Tilapia 5.55% 5.85% 12.50% 

Imported sea cucumber 58.37% 56.61% 104.96% 
Exported Japanese eel 54.46% 58.86% 28.82% 
Exported Bigeye tuna 55.31% 49.00% 81.27% 

Price ATSSM MTSSM HSSM 
Imported grouper 33.54% 34.29% 37.13% 
Exported pike-eel 27.01% 26.33% 15.80% 
Exported Tilapia 8.95% 9.79% 9.14% 

Imported sea cucumber 10.92% 15.03% 19.68% 
Exported Japanese eel 22.02% 23.49% 21.50% 
Exported Bigeye tuna 12.34% 12.27% 9.76% 
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The last hypothesis testing stage utilized the aforementioned 
forecasting models to forecast the amount and unit price of a designated 
year (Dec. 2006 ~ Nov. 2007). Actual and predicted values are also 
applied to calculate average error rate values of this study. Results of 
average error rates within one year prediction for amount and unit price 
of several major fish products are shown in Table 4. The lowest error 
rates are shown in bold face. From this table, we observe that ATSSM 
performs well for the amount (42.86%) and unit price (33.54%) prediction 
of imported grouper, MTSSM is the best model for trading amount 
(43.66%) prediction of exported pike-eel, whereas HSSM suites quite well 
for the unit price (15.80%) of exported pike-eel. These results 
demonstrate the dynamic robustness of the proposed system in the 
amount and unit price prediction for import and export fisheries. 

One more important observation from Table 4 is that the best 
performance of trading amount and unit price prediction appears for 
exported Tilapia products, since this kind of fish is one of the most 
important exporting fishery products of Taiwan in decades. Due to the 
advance expertise of aquaculture technologies in Taiwan, the quality of 
Tilapia products is enhanced and the international markets grow stably. 
It has become the most noticeable and popular fishery products provided 
by Taiwan’s fishery industry. Hence, the historical exporting data of 
Tilapia is obviously more intact in comparison with other fishery 
products, and the prediction of quantity and price leads toward a more 
reliable estimation. 
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