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Abstract 

In this paper, we study the solution procedure of fuzzy relation system 
with max-product composition. We first simplify the system and get its 
standard form. Then we define the standard form’s minimal complete set 
suite and chained-set suite, and reveal the relations among these concepts 
and minimal solutions. Finally, by utilizing these concepts and results, we 
obtain an algorithm for the fuzzy relation system with max-product 
composition. 
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1. Introduction 

The object of this paper is to study the following fuzzy relation equations with 
max-product composition: 
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where [ ] ( ),...,,2,1,...,,2,11,0,, njmibxa ijij ==∈  ‘⋅’ represents the ordinary 

multiplication and { }.,max baba =∨  

Model (I)’s various applications have been found in finite fuzzy machines 
(as inference engine) and some optimization problems [4-8, 16]. 

The notion of fuzzy relation equations with the max-min composition was first 
investigated by Sanchez [17]. Since then the fuzzy relation equations have been 
extended to the fuzzy relation equations with the t-norm composition, in which the 
max-product composition is a member [2, 10, 13]. Several studies [3, 11, 12, 18, 
19, 21] have shown that the max-min operator may not always be the most desirable 
fuzzy relational composition and in fact the max-product operator was superior in 
these instances. Some outlines for selecting an appropriate operator of fuzzy relation 
have been provided by Yager [20]. 

Bourke and Fisher [1] studied fuzzy relation equations with max-product 
composition and provided some theoretical results for the solution set of (I). Their 
results showed that when the solution set of (I) is not empty, it can be completely 
determined by one unique maximum solution and a finite number of minimal 
solutions. 

Loetamonphong and Fang [6, 7] explored also the solution set of (I). They 
studied the feasible domain of (I) and got some characteristics of the solution set of 
(I). They pointed out that since the total number of minimal solutions of (I) has a 
combinatorial nature in terms of the problem size, an efficient solution procedure is 
always in demand. 

Markovskii [9] discussed the relation between equations with max-product 



AN ALGORITHM FOR FUZZY RELATION EQUATIONS … 3 

composition and the covering problem, which belongs to category of NP-hard 
problems. By means of a straightforward exhaustive search of this NP-hard problem, 
Markovskii obtained an algorithm to solve (I). The method may involve heavy and 
complicated work. 

Peeva and Kyosev [16] obtained an algorithm to solve (I) by extending the 
methodology developed for max-min fuzzy relational equations [14, 15] for the case 
of max-product composition. 

We can see from [16] that the involved workload of the algorithm is still great. 

The aim of this paper is to search for an efficient and convenient method of 
algebra to solve (I). The algorithm only relates to the structure of (I) and consists of 
some simple and direct calculation procedures. 

2. Preliminaries 

Let { }m...,,2,1=I  and { }n...,,2,1=J  be two index sets. 

System (I) can be described by matrix notation: 

 ,TT bxA =  (I) 

where ( ) ,nmijaA ×=  ( ),...,,, 21 nxxxx =  ( ),...,,, 21 mbbbb =  [ ],1,0,, ∈ijij bxa  

,, JI ∈∀∈∀ ji  and the operation “ ” represents the max-product composition. 

Definition 1 [1]. For system (I), let ( ),ˆ...,,ˆ,ˆˆ 21 nxxxx =  in which 

,,ˆ
1

J∈∀∧=
=

jbax iij
n

i
j  

where { }
⎩
⎨
⎧

>
≤

==∧
.if,
,if,1

,,min
iijiji

iij
iij baab

ba
bababa  

We call x̂  the criterion vector of (I). 

Theorem 1 [1]. If (I) is solvable, then x̂  is the maximum solution of (I). 

Lemma 1. For (I), denote { } .,,0| IJ ∈∈≠= ijajD iji  Let (I) be solvable 

and ( )nxxxx ...,,, 21=  be any solution of (I). If in (I), there is ,0=ib  then 

.,0 ij Djx ∈∀=  (1) 
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Proof. Substituting x into (I), the ith equation of (I) is 

.02211 ==∨∨∨ ininii bxaxaxa …  

For any ,iDj ∈  we have ,0,0 ≠= ijjij axa  so .0=jx  

If there is 0=ib  in (I), then using Lemma 1, we can simplify (I) as follows: 

1. Substituting the result (1) into (I), the ith equation of (I) is satisfied, no matter 
what the other components of x are. Hence, in further solving process, we do not 
need to consider the ith equation any more. So, we can delete the ith equation of (I). 

2. For each ,iDj ∈  substituting the result (1) into (I), the jth column of (I) 

becomes a zero column. In further solving process, the zero columns will be useless, 
moreover we have had the result: .0=jx  Hence, we do not need to consider the 

zero columns any more. So, we can delete the jth column of (I) for each .iDj ∈  

After we delete the ith row and the jth column ( ),iDj ∈∀  we get a simplified 

system (II) in which all the constant terms are not zero. Clearly, if (I) is solvable, 
then (II) is solvable. 

Hereinafter, we always assume that (I) is solvable. 

We call (II) the standard form of (I). 

Clearly, once we get all the minimal solutions of (II), we can combine them with 
the fact “ ij Djx ∈∀= ,0 ” to form all the minimal solutions of (I). 

So, from now on, our discussion is to focus on the standard form (II). In order to 
avoid fussy notations, we still use system (I) to express system (II). In (II), we only 
change the supposition of (I) “ [ ] I∈∀∈ ibi ,1,0 ” into “ ( ] .,1,0 I∈∀∈ ibi ”. That 

is to say, system (II) is 

 ,TT bxA =  (II) 
where ( ) ,nmijaA ×=  ( ),...,,, 21 nxxxx =  ( ),...,,, 21 mbbbb =  [ ],1,0, ∈jij xa  

( ] ,,,1,0 JI ∈∀∈∀∈ jibi  and the operation “ ” represents the max-product 

composition. 

We denote the solution set of (II) by 

( ) {( ) [ ] }.and,1,0...,,, 1
TT

jn bxAjxxxbAX =∈∈|= J  
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Define [ ] .1,0 nX =  For ,, 21 Xxx ∈  we say 21 xx ≤  if and only if ,21
jj xx ≤  

.J∈∀j  In this way, the operator “≤ ” forms a partial order relation on X and 

( )≤,X  becomes a lattice. 

( )bAXx ,ˆ ∈  is called a maximum solution if xx ˆ≤  for all ( )., bAXx ∈  Also, 

( )bAXx ,∈  is called a minimal solution if ,xx ≤  for any ( ),, bAXx ∈  implies 

.xx =  

Denote the set of all minimal solutions of (II) by ( )., bAX  Then it is clear that 

( ) { }
( )
∪

bAXx

xxxXxbAX
,

.ˆ,
∈

≤≤|∈=  

3. Minimal Solutions and Minimal Complete Set Suite 

Hereinafter, we always assume that (II) is solvable. 

For (II), let ( ),ˆ...,,ˆ,ˆˆ 21 nxxxx =  in which .,ˆ
1

J∈∀∧=
=

jbax iij
n

i
j  

Since (II) is a special form of general system (I), according to Theorem 1, we 
know that x̂  is the maximum solution of (II). 

Note 1. Because ( ] ,ibi I∈∀∈ ,1,0  then .,0ˆ
1

J∈∀>∧=
=

jbax iij
n

i
j  

For (II), J∈∀j  denote { }I∈=|= ibxaiI ijijj ,ˆ  [6] and { ,ˆ ijijj bxaiI ≠|=  

}.I∈i  

From the definitions of jI  and ,jI  we can easily get the following results: 

Lemma 2. .ˆ,, ijij bxaji ≤∈∀∈∀ JI  

Lemma 3. { }.,ˆ I∈<|= ibxaiI ijijj  

Lemma 4. Let ( )nxxxx ...,,, 21=  be a solution of (II). If ,ijij bxa =  then 

.ˆ jj xx =  
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Lemma 5. Let ( )nxxxx ...,,, 21=  be a minimal solution of (II). If 0≠jx  

( ),1 nj ≤≤  then .ˆ jj xx =  

Proof. Substitute x into (II) and we have 

 .,2211 I∈=∨∨∨∨∨ ibxaxaxaxa ininjijii ……  (2) 

By (2), we have ., ijij bxai ≤∈∀ I  

If ,, ijij bxai <∈∀ I  then utilizing x, we can get one new vector x′  by the 

method: in x, let 0=jx  and keep all the other components intact. Clearly by (2), x′  

is still a solution of (II), a contradiction to the hypothesis that x is a minimal solution 
of (II) in which .0≠jx  

Hence, I∈∃ 0i  such that .00 ijji bxa =  So, by Lemma 4, .ˆ jj xx =  

Note 2. If ( )nxxxx ...,,, 21=  is a minimal solution of (II), then .0≠x  In fact, 

if ,0=x  then substituting 0=x  into (II), it would be ,021 ==== mbbb …  a 

contradiction to the supposition: ( ] .,1,0 I∈∀∈ ibi  

For ,...,,, 21 J∈kjjj  we denote { } ( ),...,,,...,,, 2121 nk xxxjjjx =  in which 

,ˆ....,,ˆ,ˆ
2211 kk jjjjjj xxxxxx ===  ,0=jx  { },...,,, 21 kjjjj −∈∀ J  where 

.1 nk ≤≤  

For example, { } ( ) ,ˆˆ...,,ˆ,ˆ...,,2,1 21 xxxxnx n ==  it is the maximum solution 

of (II). 

By Lemma 5, we have 

Theorem 2. Let ( )nxxxx ...,,, 21=  be a minimal solution of (II), in which 

{ },...,,,,0,0...,,, 2121 kjjjj jjjjxxxx k −∈∀=≠ J  then { }kjjjxx ...,,, 21=  

where .1 nk ≤≤  

Definition 2. If there are J∈kjjj ...,,, 21  such that 
{ }
∪

kjjjj
jI

...,,, 21

,
∈

= I  

then we call { }kjjj III ...,,, 21  a complete set suite, where .1 nk ≤≤  
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Theorem 3. { }kjjj III ...,,, 21  is a complete set suite if and only if 

{ }kjjjx ...,,, 21  is a solution of (II). 

Proof. Let { }kjjjx ...,,, 21  be a solution of (II). For each ,I∈i  substituting 

{ }kjjjx ...,,, 21  into (II), the ith equation of (II) is 

.ˆˆˆ
211 2 ijijjijjij bxaxaxa kk =∨∨∨ …  

According to the above equation, there is some { }kjjjj ...,,, 21∈  such that 

,ˆ ijij bxa =  then ,jIi ∈  hence .21 kjjj III ∪…∪∪⊆I  Hence 21 jj II ∪  

.I=kjI∪…∪  

If { }kjjj III ...,,, 21  is a complete set suite, then .21 I=kjjj III ∪…∪∪  

Denying the thesis, let us assume that { }kjjjx ...,,, 21  is not a solution of (II). Then 

substituting { }kjjjx ...,,, 21  into (II), there must be some I∈i  such that 

.ˆˆˆ
2211 ijijjijjij bxaxaxa kk ≠∨∨∨ …  By Lemma 2, in fact, the above is 11

ˆ jij xa  

.ˆˆ
22 ijijjij bxaxa kk <∨∨∨ …  So, ....,,2,1,ˆ ktbxa ijij tt =<  Hence, by Lemma 3, 

,...,,2,1, ktIi tj =∈  then ,21 kjjj IIIi ∪…∪∪∉  thus ,21 I≠kjjj III ∪…∪∪  

a contradiction to the hypothesis. 

Definition 3. Let { }kjjj III ...,,, 21  be a complete set suite. If for each 

{ },...,,2,1 kt ∈  
{ } { }

,
...,,, 21

I≠
−∈

j
jjjjj

I
tk

∪  then { }kjjj III ...,,, 21  is called a 

minimal complete set suite, where .2 nk ≤≤  Specially, if there exists a jI  such 

that ,I=jI  then jI  is called a minimal complete set suite also. 

Theorem 4. { }kjjjxx ...,,, 21=  is a minimal solution of (II) if and only if 

{ }kjjj III ...,,, 21  is a minimal complete set suite. 

Proof. If x is a minimal solution of (II), then by Theorem 3, { }kjjj III ...,,, 21  

is a complete set suite. 

For each { },...,,, 21 kt jjjj ∈  according to Definition 3, we need to prove 

that 
{ } { }

.
...,,, 21

I≠
−∈

j
jjjjj

I
tk

∪  Denying the thesis, let us assume that 
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{ } { }
,

...,,, 21
I=

−∈
j

jjjjj
I

tk
∪  then by Theorem 3, ( ) { ,...,,, 121 jxxxxx n == ∗∗∗∗  

}ktt jjjj ...,,,...,, 112 +−  is a solution of (II). But xx ≤∗  and 0=∗
tjx  

0ˆ ≠=< tt jj xx  (see Note 1), a contradiction to the hypothesis that 

{ }kjjjxx ...,,, 21=  is a minimal solution. 

Now, we prove the sufficiency. Let { }kjjj III ...,,, 21  be a minimal complete 

set suite, then by Theorem 3, x is a solution of (II). In the following, we will prove 
that x is a minimal solution of (II). 

Denying the thesis, let us assume that x is not a minimal solution of (II), then 

there must exist a minimal solution of (II): ( )∗∗∗∗ = nxxxx ...,,, 21  such that xx ≤∗  

and ,∗∗ <∗
jj

xx  for some .J∈∗j  

Since xx ≤∗  and { },...,,,,0 21 kj jjjjx −∈∀= J  we have that 

 { }....,,,,0 21 kj jjjjx −∈∀=∗ J  (3) 

Since ,∗∗ <∗
jj

xx  ,0≠∗j
x  so { }....,,, 21 kjjjj ∈∗  Without loss of 

generality, we may assume that ,kjj =∗  

 .ˆ
kkk jjj xxx =<∗  (4) 

If ,0≠∗
kjx  then by Lemma 5, ,ˆ

kk jj xx =∗  a contradiction to (4). Thus 

.0=∗
kjx  By connecting the fact with (3), we get { ...,,,,0 21 jjjx j −∈∀=∗ J  

}.1−kj  So, the nonzero components of ∗x  are among ....,,, 121
∗∗∗

−kjjj xxx  

Without loss of generality, we may assume that the set of the nonzero 

components of ∗x  is { }( { } { })....,,,...,,,here,...,,, 1212121 −
∗∗∗ ⊆ ksjjj jjjjjjxxx s  

By Theorem 2, { },...,,, 21 sjjjxx =∗  hence by Theorem 3, we have 21 jj II ∪  

.I=sjI∪∪  Because { } { },...,,,...,,, 12121 −⊆ ks jjjjjj  then 21 jj II ∪  

,1 I=
−kjI∪∪  a contradiction to the hypothesis that { }kjjj III ...,,, 21  is a 

minimal complete set suite. 
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Let S be the set of all minimal complete set suites of (II). 

By Theorems 2 and 4, we get the following corollary: 

Corollary 1. For each { } ,...,,, 21 S∈kjjj III  let { }kjjj III ...,,,: 21σ  

{ },...,,, 21 kjjjx  then σ is a one-to-one correspondence from S to ( ),, bAX  

where .1 nk ≤≤  

4. Chained-set Suites and Independent-set Suites 

Denote { } { }.,1,...,,, 21 FFF ∈∈|== ∗
jjjn IIIIII  

Definition 4. For ,1
∗∈ FjI  if in F there exists a complete set suite: 

{ }kjjj III ...,,, 21  such that 

(1) ;121 I≠
−kjjj III ∪∪∪  

(2) For each { } ,,...,,3,2 tjt Iikt ∈∈  

where ti  is the smallest element of ;...,,3,2,121 ktIII tjjj =
−

∪∪∪  

(3) For each { } .1...,,2,1,,...,,3,2 −=⊄∈ tsIIkt ts jj  

Then { }kjjj III ...,,, 21  is called a chained-set suite ( ).byexpanded 1jI  

Specially, if there exists a jI  such that ,I=jI  then we call jI  a chained-set 

suite also. 

Theorem 5. If { }kjjj III ...,,, 21  is a minimal complete set suite, then 

{ }kjjj III ...,,, 21  is a chained-set suite. 

Proof. Let { }kjjj III ...,,, 21  be a minimal complete set suite. 

If ,1=k  then ,1 I=jI  so 1jI  is a chained-set suite. In the following, let 

.1>k  

By Definition 3, we have 

.121 I=
− kk jjjj IIII ∪∪∪∪  (5) 
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From (5), we know that 1 must belong to some .1, ksI sj ≤≤  Without loss of 

generality, we may assume that ,1 1jI∈  i.e., .1
∗∈ FjI  

Now, we first prove that { }kjjj III ...,,, 21  satisfies (1), (2), (3) of Definition 4. 

a. We first prove that { }kjjj III ...,,, 21  satisfies Definition 4(2): 

If ,2=k  then by Definition 3, we have ,1 I≠jI  hence .1 φ≠jI  Let 2i  be the 

smallest element of .1jI  By equation (5), .22 jIi ∈  So, the thesis is true. 

Let k be a natural number which 2>  (Next, we use mathematical induction to 
t). 

By Definition 3, we have ,1 I≠jI  hence .1 φ≠jI  Let 2i  be the smallest 

element of .1jI  By equation (5), 2i  must belong to some .2, ksI sj ≤≤  Without 

loss of generality, we may assume that .22 jIi ∈  That is to say, when .,2 tjt Iit ∈=  

By Definition 3, .21 I≠jj II ∪  Let 3i  be the smallest element of .21 jj II ∪  

By equation (5), 3i  must belong to some .3, ksI sj ≤≤  Without loss of generality, 

we may assume that .33 jIi ∈  That is to say, when .,3 tjt Iit ∈=  

Suppose that for each { } ,,1...,,3,2 tjt Iikt ∈−∈  

where ti  is the smallest element of .1...,,3,2,121 −=
−

ktIII tjjj ∪∪∪  

Because { }kjjj III ...,,, 21  is a minimal complete set suite, by its definition, 

we have .121 I≠
−kjjj III ∪∪∪  Let ki  be the smallest element of 

.121 −kjjj III ∪∪∪  By equation (5), ki  must belong to .kjI  That is to say, 

when ., tjt Iikt ∈=  End. 

b. Clearly, by Definition 3, { }kjjj III ...,,, 21  satisfies Definition 4(1). 

c. Now, we prove that { }kjjj III ...,,, 21  satisfies Definition 4(3). Denying the 

thesis, let us assume that there are some { }kt ...,,3,2∈  and some 

{ }1...,,2,1 −∈ ts  such that .ts jj II ⊂  
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Because ts jj II ⊂  and ∪∪∪∪∪∪∪∪ tsss jjjjjj IIIIII 1121 +−
 

I=kjI∪  (by equation (5)), then ∪∪∪∪∪∪∪ tss jjjjj IIIII 1121 +−
 

,I=kjI∪  a contradiction to Definition 3. Hence, { }kjjj III ...,,, 21  satisfies 

Definition 4(3). 

Note 3. A chained-set suite is not always a minimal complete set suite. For 
example: 

Let { },6,5,4,3,2,1=I  { },6,2,11 =I  { },6,32 =I  { }.5,4,33 =I  Clearly, 

321 ,, III  is a chained-set suite but not a minimal complete set suite (since  

).31 I=II ∪  

Definition 5. Let { }kjjj III ...,,, 21  be a complete set suite ( ).2 nk ≤≤  For 

each { },...,,2,1 kt ∈  denote 
{ } { }

.
...,,, 21

j
jjjjj

jj III
tk

tt −∈

∗ −= ∪  If ,φ≠∗
tjI  then 

we call the elements of ∗
tjI  the independent elements of tjI  and call ∗

tjI  the set of 

independent elements of .tjI  

If { } ,,...,,2,1 φ≠∈∀ ∗
tjIkt  then { }kjjj III ...,,, 21  is called an independent-

set suite. 

Specially, if there exists a jI  such that ,I=jI  then we also call jI  an 

independent-set suite. 

Theorem 6. { }kjjj III ...,,, 21  is a minimal complete set suite if and only if 

{ }kjjj III ...,,, 21  is an independent-set suite. 

Proof. If ,1=k  then ,1 I=jI  and the thesis is true. In the following, let 

.1>k  

Let { }kjjj III ...,,, 21  be a minimal complete set suite. Denying the thesis, let 

us assume that { }kjjj III ...,,, 21  is not an independent-set suite. That is to say, 

there exists some { }kt ...,,2,1∈  such that .φ=∗
tjI  Then according to Definition 5, 

we have ,21121 ktttt jjjjjjj IIIIIII ∪∪∪∪∪∪∪
++−

⊆  thus 21 jj II ∪  
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∪∪∪∪∪∪∪∪∪∪∪∪ 1121211 +−++−
= tttkttt jjjjjjjjj IIIIIIIII  

,I kj I=∪  a contradiction to the hypothesis that { }kjjj III ...,,, 21  is a minimal 

complete set suite. 

Let { }kjjj III ...,,, 21  be an independent-set suite. Then it must be 

{ } { }
{ }....,,21,

...,,, 21
ktI j

jjjjj tk
∈∀≠

−∈
I∪  In fact, if there exists { }kt ...,,2,1∈  

such that 
{ } { }

,
...,,, 21

I=
−∈

j
jjjjj

I
tk

∪  then ,φ=−=∗ Itt jj II  a contradiction to the 

hypothesis that .φ≠∗
tjI  So, by Definition 3, { }kjjj III ...,,, 21  is a minimal 

complete set suite. 

5. An Algorithm for Fuzzy Relation Equations with  
Max-Product Composition 

Based on the concepts and results discussed above, we present now an 
algorithm for finding all the solutions of (I). 

Process 1. (Preparation) Check (I)’s feasibility, get (I)’s standard form (II) and 
then compute (II)’s maximum solution and correlative index sets. 

Step 1. According to Definition 1, compute (I)’s criterion vector .∗x  If ∗x  is a 

solution of (I), then ∗x  is the maximum solution of (I). Go to Step 2. Otherwise, (I) 
has no solution, stop. 

Step 2. Check (I)’s constant terms. If there exists ,0=ib  then let 

 { }J∈≠|=∈∀= jajDjx ijij ,0,0  (6) 

and then in (I), delete the ith row and the jth column ( ).iDj ∈∀  After this kind of 

simplification, we obtain (I)’s standard form (II). 

Step 3. Compute (II)’s maximum solution: ( ),ˆ...,,ˆ,ˆˆ 21 nxxxx =  in which 

.,ˆ
1

J∈∀∧=
=

jbax iij
n

ij  

Step 4. Compute { } .,,ˆ JI ∈∀∈=|= jibxaiI ijijj  
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Let { } { }.,1,...,,, 21 FFF ∈∈|== ∗
jjjn IIIIII  

Process 2. Search for chained-set suites of (II), and then obtain minimal 
complete set suites of (II). 

Step 1. For each ,1
∗∈ FjI  consider the following two situations: 

1. If ,1 I=jI  then 1jI  is a chained-set suite. Then draw sign √ behind .1jI  Go 

to Step .1k +  

2. If ,1 I≠jI  then in F, make a search for ,jI  which satisfies: 

 jIi ∈2  and ,1 jj II ⊄  (7) 

where 2i  is the smallest element of .1jI  

(1) If in F there is no jI  satisfying (7), then 1jI  cannot be expanded into a 

chained-set suite. Draw sign × behind .1jI  Go to Step .1k +  

(2) If in F there is some jI  satisfying (7), then denote ( ) { ,2
1

jj IiI ∈|∈= FI  

} { },...,,, 11
2

1
1 11 ljj IIIII =⊄  and by using 1jI  and ( ) ,1I  draw a tree diagram: 

1
1 ...,,2,1,1 ldII dj =→  (see Figure 1, Tree diagram 1). Go to Step 2. 

 

Step 2. For each ( ) ,1
2 I∈jI  consider the following two situations: 

1. If ,21 I=jj II ∪  then { }21 , jj II  is a chained-set suite expanded by .1jI  In 

Tree diagram 1, draw sign √ behind the tree branch .21 jj II →  Go to Step .1k +  

2. If ,21 I≠jj II ∪  then in F, make a search for ,jI  which satisfies: 
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 jIi ∈3  and ,2,1, =⊄ sII jjs  (8) 

where 3i  is the smallest element of .21 jj II ∪  

(1) If in F there is no jI  satisfying (8), then 1jI  cannot be expanded into a 

chained-set suite. Draw sign × behind the tree branch .21 jj II →  Go to Step .1k +  

(2) If in F there is some jI  satisfying (8), then denote ( ) { ∈= jI2I  

} { }....,,,2,1,, 22
2

2
13 2ljjj IIIsIIIi s ==⊄∈|F  In Tree diagram 1, by using 

( ) ,2I  expand the tree branch 21 jj II →  into ....,,2,1, 2
2

21 ldIII djj =→→  

Then we get Tree diagram 2 (see Figure 2.). Go to Step 3. 
…  

Continue in order, according to the above-mentioned manner. In general, 
suppose that from Step ,2k −  we obtain 

( ) { }2...,,2,1,,1
2 −=⊄∈|∈= −

− ksIIIiI jjjkj
k

sFI  

 { },...,,, 22
2

2
1 2

−−−
−

= k
l

kk
k

III  

where ,221 I≠
−kjjj III ∪∪∪  1−ki  is the smallest element of 

,221 −kjjj III ∪∪∪  and the relevant tree diagram is Tree diagram 2−k  (see 

Figure 3). Now, we consider Step .1k −  

Step k – 1. For each ( )2
1

−∈
−

k
jkI I  

1. If ,121 I=
−kjjj III ∪∪∪  then { }121 ...,,,

−kjjj III  is a chained-set 

suite expanded by .1jI  In Tree diagram ,2k −  draw √ behind the tree branch 

.1221 −−
→→→→ kk jjjj IIII  Go to Step .1k +  

2. If ,121 I≠
−kjjj III ∪∪∪  then in F, make a search for ,jI  which 

satisfies: 
 jk Ii ∈  and ,1...,,2,1, −=⊄ ksII jjs  (9) 

where ki  is the smallest element of .121 −kjjj III ∪∪∪  
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(1) If in F there is no jI  satisfying (9), then 1jI  cannot be expanded into a 

chained-set suite. In Tree diagram ,2k −  draw sign × behind the tree branch 

.121 −
→→→ kjjj III  Go to Step .1k +  

 

(2) If in F there is some jI  satisfying (9), then denote 

( ) { } { }....,,,1...,,2,1,, 11
2

1
1

1
1
−−−−
−

=−=⊄∈|∈= k
l

kk
jjjkj

k
ks IIIksIIIiI FI  

In Tree diagram ,2k −  by using ( ) ,1−kI  expand the tree branch 21 jj II →  

2−→→ kjI  into ,1
221

−→→→→
−

k
djjj IIII k  ....,,2,1 1−= kld  Then 

we get Tree diagram 1k −  (see Figure 4). Go to Step k. 

Step k. Because the amount of elements of F is a finite number n, the process of 
search for a chained-set suite expanded by 1jI  can stop at Step k ( ).1 nk ≤≤  At 

this time, for each ( ) ,1−∈ k
jkI I  there may exist two situations: 

1. ,121 I≠
− kk jjjj IIII ∪∪∪∪  moreover, in F there is no such ,jI  

which satisfies the following condition: 

,...,,21,,1 ksIIIi jjjk s =⊄∈+  

where 1+ki  is the smallest element of .21 kjjj III ∪∪∪  
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Then 1jI  cannot be expanded into a chained-set suite. In Tree diagram ,1k −  draw 

× behind the tree branch .21 kjjj III →→→  Go to Step .1k +  

2. ,121 I=
− kk jjjj IIII ∪∪∪∪  then { }kk jjjj IIII ,...,,, 121 −

 is a 

chained-set suite. In Tree diagram ,1k −  draw √ behind the tree branch 21 jj II →  

.1 kk jj II →→→
−

 Go to Step .1k +  

After Step k, we get Tree diagram k (see Figure 5). 

Step k + 1. For each ,1
∗∈ FjI  check the tree diagram generated by ,1jI  say 

Tree diagram k (see Figure 5). In the tree diagram, for each tree branch marked with 
√, say kjjj III →→→ 21 √, we can get a chained-set suite ( ):byexpanded 1jI  

{ }kjjj III ...,,, 21 (see Definition 4). Go to Step .2k +  

Let L be the set of all chained-set suites of (II). 

Let S be the set of all minimal complete set suites of (II). 

Step k + 2. Check chained-set suite { }....,,, 21 kjjj III  If { }kjjj III ...,,, 21  is 

an independent-set suite (see Definition 5), then it is a minimal complete set suite 
(by Theorem 6), and then let us retain it in L. Otherwise, it is not a minimal complete 
set suite (by Theorem 6), and then let us delete it in L. 

After the above operations, all the retained elements in L compose S. 

Process 3. Get all minimal solutions of (II). 

According to Corollary 1, { } { }kjjj jjjxIII k ...,,,...,,,: 2121σ  is a one-

to-one correspondence from S to ( )., bAX  So for each { } ,...,,, 21 S∈kjjj III  we 

can get a minimal solution { }....,,, 21 kjjjx  Thus, with the method we can get 

( )bAX ,  from S. 

Process 4. Expand the minimal solutions of (II) into the minimal solutions 
of (I). 

We can combine each minimal solution of (II) with the fact (6) ( ,0.,i.e =jx  

)iDj ∈∀  to form all the minimal solutions of (I). 
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Process 5. Get all solutions of (I). 

Let ( )bAX ,′  be the set of all minimal solutions of (I), ( )bAX ,′′  be the set of 

all solutions of (I) and ∗x  be the maximum solution of (I). Then ( ) =′′ bAX ,  

( )
{ }.

,

∗

′∈′
≤≤′|∈ xxxXx

bAXx
∪  End. 

6. An Example 

In this section, an example is provided to display our algorithm. The model cited 
in the example comes from [9] and [7]. 

Example 1. Let ,TT bxA =  i.e., 

 .

0

48.0

56.0

56.0

64.0

64.0

72.0

72.0

4.0007.0000000

1.02.03.01.05.06.08.01.04.06.0

3.05.08.06.06.03.04.09.05.02.0

6.04.08.05.05.03.01.07.08.03.0

8.02.08.05.08.07.03.07.04.08.0

6.06.08.04.08.01.02.05.04.08.0

6.09.08.02.09.04.01.04.04.05.0

4.09.05.01.09.02.08.07.07.05.0

10

9

8

7

6

5

4

3

2

1

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

=

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

x

x

x

x

x

x

x

x

x

x

 (I) 

Solution. By Definition 1, we have ( ,7.0,0,8.0,8.0,6.0,62.0,7.0,8.0ˆ =x  

).0,8.0  It is easy to test that x̂  is a solution of (I), so by Theorem 1, x̂  is (I)’s 

maximum solution. 

Because in (I), there is ,08 =b  then by Lemma 1, .0107 == xx  By deleting 

the 8th row, the 7th column and the 10th column, we get (I)’s standard form (II): 

 ,TT byB =  (II) 

where ( ) ( ),48.0,56.0,56.0,64.0,64.0,72.0,72.0,...,,, 821 == byyyy  i.e., 
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 .

48.0

56.0

56.0

64.0

64.0

72.0

72.0

2.03.05.06.08.01.04.06.0

5.08.06.03.04.09.05.02.0

4.08.05.03.01.07.08.03.0

2.08.08.07.03.07.04.08.0

6.08.08.01.02.05.04.08.0

9.08.09.04.01.04.04.05.0

9.05.09.02.08.07.07.05.0

8

7

6

5

4

3

2

1

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

=

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

y

y

y

y

y

y

y

y

 (II) 

Here, 

.,,,,,,, 9887665544332211 xyxyxyxyxyxyxyxy ========  

For (II), we have { } { }.8,7,6,5,4,3,2,1,7,6,5,4,3,2,1 == JI  

Compute (II)’s maximum solution: ( )87654321 ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆˆ yyyyyyyyy =  in 

which ,8.0ˆ1 =y  ,7.0ˆ2 =y  ,62.0ˆ3 =y  ,6.0ˆ4 =y  ,8.0ˆ5 =y  ,8.0ˆ6 =y  ,7.0ˆ7 =y  

.8.0ˆ8 =y  

According to formula { } ,,,ˆ JI ∈∀∈=|= jibyaiI ijijj  we have 

{ },7,4,31 =I  { },52 =I  { },63 =I  { },74 =I  { },75 =I  { },4,3,2,16 =I   

{ },6,57 =I  { }.2,18 =I  

So, { } { } { }.,,1,...,,, 86821 IIIIIIII jjj =∈∈|== ∗ FFF  

For ,, 86
∗∈ FII  the tree diagram generated by 6I  or 8I  is as follows (see 

Figure 6). 
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From Figure 6, we get L, which consists of the following 8 chained-set suites: 

{ } { } { } { },,,;,,,,,,,,,,, 176532643261326 IIIIIIIIIIIIIII  

{ } { } { } { }.,,,,,,;,,,,, 7183218576476 IIIIIIIIIIIII  

It is easy to test that each element of L is an independent-set suite (For example: 

for { },,,, 1326 IIII  it is easy to get that { },2,16 =∗I  { },52 =∗I  { }63 =∗I  and 

{ }.71 =∗I  By Definition 5, { }1326 ,,, IIII  is an independent-set suite.). So, by 

Theorem 6, each element of L is a minimal complete set suite. So, .SL =  

By the one-to-one relation between S and ( ),, bBX  (Corollary 1), we get 

( ),, bBX  which consists of the following 8 minimal solutions of (II): 

( ) ( ),0,0,8.0,0,0,62.0,7.0,8.00,0,ˆ,0,0,ˆ,ˆ,ˆ 6321
1 == yyyyy  

( ) ( ),0,0,8.0,0,6.0,62.0,7.0,00,0,ˆ,0,ˆ,ˆ,ˆ,0 6432
2 == yyyyy  

( ) ( ),0,7.0,8.0,0,0,0,0,8.0,0,0,8.0,8.0,0,62.0,7.0,0 43 == yy  

( ) ( ),0,7.0,8.0,8.0,0,0,0,0,0,7.0,8.0,0,6.0,0,0,0 65 == yy  

( ) ( ).8.0,7.0,0,0,0,0,0,8.0,8.0,0,0,0,0,62.0,7.0,8.0 87 == yy  

Further, expand the minimal solutions of (II) into the minimal solutions of (I) 
(Note that 0107 == xx  and (8), we have): 

( ) ( ),0,0,0,0,8.0,0,6.0,62.0,7.0,0,0,0,0,0,8.0,0,0,62.0,7.0,8.0 21 == xx  

( ) ( ),0,0,7.0,0,8.0,0,0,0,0,8.0,0,0,0,0,8.0,8.0,0,62.0,7.0,0 43 == xx  

( ) ( ),0,0,7.0,0,8.0,8.0,0,0,0,0,0,0,7.0,0,8.0,0,6.0,0,0,0 65 == xx  

( ) ( ).0,8.0,7.0,0,0,0,0,0,0,8.0,0,8.0,0,0,0,0,0,62.0,7.0,8.0 87 == xx  

Thus, the set of all the solutions of (I) is 

( )
( )

{ },ˆ,
,

xxxXxbAX
bAXx

≤≤′|∈=′′
′∈′
∪  

where ( ) { } [ ] .1,0,,,,,,,,, 1087654321 ==′ XxxxxxxxxbAX  
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7. Conclusions 

In this paper, we obtain an effective algorithm to solve (I). Its main processes 
are clear: First, through simple computations, we can check (I)’s feasibility and get 
(I)’s standard form (II) and correlative index sets. And then by observing these index 
sets, we can obtain all the minimal complete set suites of (II). Lastly, with the one-
to-one correspondence relation between the obtained set suites and the minimal 
solutions of (II), we can easily get all the minimal solutions of (II). 

The algorithm only relates to the structure of (I), and consists of some simple 
and direct calculation procedures. 
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