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Abstract 

The article is devoted to stochastic processes with values in finite-
dimensional vector spaces over infinite locally compact fields of zero and 
positive characteristics with non-trivial non-Archimedean norms. 
Infinitely divisible distributions are investigated. Theorems about their 
characteristic functionals are proved. Particular cases are demonstrated 
as applications to non-Archimedean analogs of Gaussian and Poisson 
processes and their generalizations. 

1. Introduction 

It is well-known that infinitely divisible distributions play very 
important role in the theory of stochastic processes over fields of real and 
complex numbers [4, 9, 10, 11, 24, 28]. The main advantage of the results 
of Khinchin and Levy and their followers in this area was that they have 
taken into account the linear and bilinear functionals on linear spaces, 
that is, terms of the first and the second order, and have obtained 
characteristic functionals of infinitely divisible distributions and 



S. V. LUDKOVSKY 2 

homogeneous stochastic processes with independent increments. That 
had permitted them to get interpretations of obtained results in 
particular cases of Gaussian and Poisson processes and their 
generalizations. 

On the other hand, generalizations on locally compact Abelian groups 
were also considered [11, 22, 23]. Though in latter cases results were too 
general in comparison with those on linear spaces. For example, classes 
of measures corresponding to Gaussian processes on groups are much 
wider than those on linear spaces, that is, they do not take into account 
the field structure, because they operate with the additive group 
structure only (see [22] and Definition 6.1 and Theorem 6.1 [23]). 
Moreover, their approach on totally disconnected groups takes into 
account terms of the first order only and their terms of the second order 
copied from the real case vanish (see [22] and Section 3 particularly 
Example 3.4 [23]). But the terms of the second order are crucial for the 
Gaussian and Poisson processes. 

Recently non-Archimedean analysis is being fast developed [26, 27, 
30]. Below in this article to overcome difficulties met in previous works of 
other authors later results of non-Archimedean analysis were used. 

Limit distributions on non-Archimedean local fields (of zero 
characteristic certainly) were studied in [13, 32] and in these articles 
results about representations of functionals of infinitely divisible 
distributions on locally compact Abelian groups from [22, 23] were used. 

Nevertheless, infinitely divisible distributions over infinite fields 
with non-Archimedean non-trivial norms were not yet studied especially 
for fields of positive characteristics. This article is devoted to infinitely 
divisible distributions of stochastic processes in vector spaces over locally 
compact fields K. In this paper the new approach taking into account the 
field structure and terms of the first and the second order is developed 
(see Theorems 5, 7, 8, 10, 12 and 15). This permits to get non-
Archimedean analogs of the Gaussian and Poisson processes, that is done 
below (see, for example, 16 and 17 in Section 2). 

The locally compact non-Archimedean fields have non-Archimedean 
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norms and their characteristics may be either zero such as for pQ  or for 

its finite algebraic extension, or positive characteristics ( ) 0char >= pK  

such as ( )θpF  of Laurent series over a finite field pF  with p elements and 

an indeterminate θ, where 1>p  is a prime number [31]. Multiplicative 
norms in such fields K satisfy stronger inequality, than the triangle 
inequality, ( )yxyx ,max≤+  for each ., K∈yx  Non-Archimedean 

fields are totally disconnected and balls in them are either non-
intersecting or one of them is contained in another. 

In works [2, 5]-[8, 12, 14] stochastic processes on spaces of functions 
with domains of definition in a non-Archimedean linear space and with 
ranges in the field of real R or complex numbers C were considered. 
Different variants of non-Archimedean stochastic processes are possible 
depending on a domain of definition, a range of values of functions, values 
of measures in either the real field or a non-Archimedean field [19, 21], a 
time parameter may be real or non-Archimedean and so on. That is, 
depending on considered problems different non-Archimedean variants 
arise. 

Stochastic processes with values in non-Archimedean spaces appear 
while their studies for non-Archimedean Banach spaces, totally 
disconnected topological groups and manifolds [15-18, 20]. Also branching 
processes in graphs have very great importance [1, 10, 11]. For finite or 
infinite graphs with finite degrees of vertices it is possible to consider 
their embeddings into p-adic graphs, which can be embedded into locally 
compact fields. That is, a consideration of such processes reduces to 
processes with values in either the field pQ  of p-adic numbers or ( ).θpF  

In this article theorems about representations of characteristic 
functionals of infinitely divisible distributions with values in vector 
spaces over locally compact infinite fields with zero and positive 
characteristics with non-trivial non-Archimedean norms are formulated 
and proved. In these theorems characteristic functionals are obtained in 
the new form that was not got earlier. For this specific non-Archimedean 
classes of mappings are introduced. They are not linear or bilinear, but of 
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the specific non-Archimedean form, because there is not any non-constant 
linear mapping from the field of real numbers into the field pQ  or ( )θpF  

or vice versa. They have permitted to overcome difficulties which were 
met earlier by another authors. For example, the cases of fields with 
positive characteristics are considered; not only the terms of the first, but 
also terms of the second order are taken into account below. 

Special features of the non-Archimedean case are elucidated. 
Therefore, a part of definitions, formulations of theorems and their proofs 
are changed in comparison with the classical case. Some necessary facts 
from probability theory or non-Archimedean analysis are recalled (see, for 
example, 1-3 in Section 2), that to make reading easier. The results of this 
paper are complementary to those of preceding papers and develop them 
further (see also above). The main results of this paper, for example, 
Theorems 5, 7, 8 and 10, are obtained for the first time. 

There is also an interesting interpretation of stochastic processes with 

values in ,n
pQ  for which a time parameter may be either real or p-adic. A 

random trajectory in n
pQ  may be continuous relative to the non-

Archimedean norm in ,pQ  but its trajectory in nQ  relative to the usual 

metric induced by the real metric may be discontinuous. This gives new 
approach to spasmodic or jump or discontinuous stochastic processes with 

values in ,nQ  when the latter is considered as embedded into .nR  On 

the other hand, stochastic processes with values in ( )nθpF  can naturally 

take into account cyclic stochastic processes in definite problems. 

2. Infinitely Divisible Distributions 

To avoid misunderstandings we first present our notations and 
definitions and recall the basic facts. 

1. Notations and definitions. Let ( )P,, AΩ -be a probability space, 

where Ω is a space of elementary events, A  is a σ-algebra of events in Ω, 
[ ]1,0: →AP  is a probability. 



INFINITELY DIVISIBLE DISTRIBUTIONS … 5 

Denote by ξ a random vector (a random variable for )1=n  with 

values in nK  such that it has the probability distribution ( ) =ξ AP  

( ){ }( )AP ∈ωξΩ∈ω :  for each ( ),nKB∈A  where ,: nK→Ωξ  ξ is 

( ( ))nKBA, -measurable. That is, ( ( )) ,1 AB ⊂ξ− nK  where K is a locally 

compact infinite field with a non-trivial non-Archimedean norm, ,N∈n  

pQ  is the field of p-adic numbers, p<1  is a prime number. 

Here K is either a finite algebraic extension of the field pQ  or the 

field pQ  itself for ( ) ,0char =K  or ( )θ= pFK  for ( ) ,1char >= pK  ( )nKB  

is the σ-algebra of all Borel subsets in .nK  Random vectors ξ and η      

with values in nK  are called independent, if { }( ) =∈η∈ξ BAP ,  

{ }( ) { }( )BPAP ∈η∈ξ  for each ( )., nKB∈BA  

A random vector (a random variable) ξ is called infinitely divisible, if 

(1) for each N∈m  there exist random vectors (random variables) 

mξξ ...,,1  such that mξ++ξ=ξ 1  and the probability distributions of 

mξξ ...,,1  are the same. 

If ( ) ( )ωξ=ξ=ξ ,tt  is a stochastic process with the real time, ,Tt ∈  

,R⊂T  then it is called infinitely divisible, if Condition (1) is satisfied for 
each .Tt ∈  

Introduce the notation ( ) ( ){ }RyxXyRxXB ≤ρ∈= ,::,,  for the ball 

in a metric space ( )ρ,X  with a metric ( )tR jξ∞<<ρ ,0,  are stochastic 

processes, ....,,1 mj =  

2. Lemma. If ξ and η are two independent random vectors with 

values in nK  with probability distributions ξP  and ,ηP  then η+ξ  has 

the probability distribution ( ) ( ) ( )∫ ηξη+ξ −= nK
dyPdyAPAP  for each ∈A  

( ).nKB  
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Proof. Since ξ and η are independent, ( ) ( ){ }( )BCP ∈ωη∈ωξΩ∈ω ,:  

( ){ }( ) ( ){ }( )BPCP ∈ωηΩ∈ω∈ωξΩ∈ω= ::  for each ( )., nKB∈BC  

Therefore, { }( ) ({ })nK∈=η−∈ξ=∈η+ξ yyyAPAP ,,  for each 

( ),nKB∈A  consequently, ( ) ( ) ( )∫ ηξη+ξ −= nK
.dyPdyAPAP  

This means that ηξη+ξ ∗= PPP  is the convolution of measures ξP  

and .ηP  

3. Corollary. If ξ is an infinitely divisible random vector, then =ξP  

mP∗
ξ1

 for each ,N∈m  where mP∗
η  denotes the m-fold convolution ηP  with 

itself. 

Proof. In view of Lemma 2 and Definition 1 =∗= ξ++ξξξ mPPP 21  

.21 mPPP ξξξ ∗∗∗=  

On the other hand, mξξ ...,,1  have the same probability distributions, 

hence .
121
mPPPP m
∗
ξξξξ =∗∗∗  

4. Notes and definitions. Corollary 3 means that the equality 
mPP ∗

ξξ =
1

 implies the relation: 

( ) ( ) ( )∫ ∫ −−= ξξξ n nK K
322 21 dydyPdyAPAP  

( ) ( ),11 mmm dyPdydyP mm ξ−ξ −
−

 

where ( ).nKB∈A  In the case of ( ) 1char >= pK  Corollary 3 means, 

that for ,kpm =  where ,N∈k  if { }( ) ,00 =ξP  then { }( ) 01 =ξ yP  for each 

singleton ,nK∈y  since ( ) ( ) { }( ) .0 121
m

m yPPP ξ≥ξ==ξ=ξ≥=ξ  It 

is the restriction on the atomic property of ξP  and .1ξP  
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For p-adic numbers ∑∞
=

= Nk
k

k pxx ,  where { },1...,,1,0 −∈ pxk  

,Z∈N  ( ),xNN =  ,0≠Nx  0=jx  for each ,Nj <  put as usually 

( ) Nx =pQord  for the order of x, thus its norm is .Npx −=
pQ  Define 

the function [ ] ∑−
=

=
1: Nk

k
k pxx pQ  for ,0<N  [ ] 0=pQx  for 0≥N  on 

.pQ  Therefore, the function [ ] pQx  on pQ  is considered with values in the 

segment [ ] .1,0 R⊂  

For the field ( )θpF  put ( ) ,Npx −
θ =

pF  where ( )( ) ,ord ZpF ∈= θ xN  

∑∞
=

θ= Nk
j

jxx ,  pF∈jx  for each 0,0, =≠ jN xxj  for each .Nj <  Then 

we define the mapping [ ] ( ) ,1 pxx −θ =pF  where we consider elements of 

{ }1...,,1,0 −= ppF  embedded into R, hence [ ] ( )θpFx  takes values in R, 

where 0,1 1 =∈ −xp R  when ( ) .0≥= xNN  

Consider a local field K as the vector space over the field ,pQ  then it 

is isomorphic with b
pQ  for some ,N∈b  since K is a finite algebraic 

extension of the field .pQ  In the case of ( )θ= pFK  we take .1=b  Put 

 (i) pQF =:  for ( ) 0char =K  with ,pQK ⊃  while 

(ii) ( )θ= pFF :  for ( ) 1char >= pK  with ( ).θ= pFK  

Let ( ) ( ) ∑ =
== b

j jj yxyxyx 1:,:, F  for ( ) ;,...,,,, 1 FFb ∈=∈ jb xxxxyx  

( ) ∑ =
= n

j jj yxyx 1:, K  for ( ) .,...,,,, 1 KKn ∈=∈ jn xxxxyx  

Define the mapping ( )[ ]FF qeq ,2: π=  for each ,K∈q  which is 

considered in ( )qe,  as the element from ,:, RKF F
b →q  where =:e  

( ) ,1...,,1 bF∈  particularly 1=e  for ,1=b  that is, either in (i) pQK =  

or in the case (ii) for ( ).θ= pFK  For the additive group nK  then there 
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exists the character ( ) ( ( ) )FKzsizs ,exp:=χ  with values in the field of 

complex numbers C for each value of the parameter ,nK∈s  since 
( ) jjjjjjj vszsvzs +=+  for each K∈jjj vzs ,,  and ( ) ( )KK zsvzs ,, =+  

( ) [ ] [ ] [ ] ( )1,0,,, FFFFK Byxyxvs ∈−−++  for every ,, F∈yx  while [ ]Fx  

0=  for each ( ),10,,Bx F∈  where ( ) .1 21 C∈−=i  In particular, ( ) 10 =χ z  

for each nK∈z  for .0=s  The character is non-trivial for .0≠s  At the 

same time ( ) ( )∏ =
χ=χ

n
j jss zz j1 ,  where ( )js zjχ  are characters of K as the 

additive group. 

For a σ-additive measure ( ) CKn →μ  B:  of a bounded variation the 

characteristic functional μ̂  is given by the formula: ( ) ( ) ( )∫ μχ=μ nK
,:ˆ dzzs s  

where nK∈s  is the corresponding continuous K-linear functional on nK  
denoted by the same s. 

In general the characteristic functional of the measure μ is defined in 

the space ( )KKn ,0  C  of continuous functions ,: KKn →f  

( ) ( )( ) ( )∫ μχ=μ nK
,:ˆ 1 dzzff   where  .1 K∈  

Let μ be a σ-additive finite non-negative measure on ( ),nK B  ( )nK μ  

.∞<  Consider the class ( )K11 CC =  of continuous functions :μ= AA  

,RKn →  satisfying Conditions (F1-F4). 

(F1) ( ) ( ) ( ) ( ) ( )∫ μπ++=+ nK
dxxzyfzAyAzyA ;,2 1  for each ,, nK∈zy  

(F2) ( ) [ ] ( ) ( ( )( ) ) ( )∫ μβπ+β=β nK FKF dxxyefyAyA ,,,2 2  for each ,nK∈y  

,F∈β  where either 

(F3) if pQF =  for ( ) ,0char =K  then ( ) ZKn →3
1 :f  and RQ2

p →:2f  
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are locally constant continuous bounded functions, ( ) Z∈xzyf ;,1  and 

( ) ( ) Z∈βα βα− ,
2 , Npf  for ( ) 0<βα,N  take only integer values, ( ) =βα :,N  

( ( ) ( ));ord,ordmin βα pp QQ  or 

(F4) if ( )θ= pFF  for ( ) ,0char >= pK  then ( ) RKn →3
1 :f  and 2

2 : Ff  

R→  are locally constant continuous bounded functions, ( ) Z∈xzypf ;,1  

and ( ) Z∈βα,2
2fp  for ( ) 0, <βαN  take only integer values, ( ) =βα :,N  

( ( )( ) ( )( )).ord,ordmin βα θθ pp FF  While ( ) 0;,1 =xzyf  for ( )KK zxyx ,max  

,1≤  and ( ) 0,2 =βαf  for ( ) 1,max ≤βα FF  in (F3, F4). 

Denote by ( )K22 CC =  the class of continuous functions :μ= BB  

( ) ,2 RKn →  satisfying Conditions (B1-B3): 

(B1) ( ) ( )yzBzyB ,, =  for each ,, nK∈zy  where ( )yyB ,  is non-

negative, 

(B2) ( ) ( ) ( ) ( ) ( ) ( )∫ μπ++=+ nK FK dxxzxyqfzyBzqBzyqB ,;,2,,, 1  

for each ,,, nK∈zyq  

(B3) ( ) [ ] ( ) ( ( ( ) ) ) ( ) ( )∫ μβπ+β=β nK FKFKF dxxzxyefzyBzyB ,,,,2,, 2  

where 1f  and 2f  satisfy Condition either (F3) or (F4) depending on the 

characteristic ( ).char K  

For zy =  we shall also write for short ( ) ( ).,: yyByB =  

4.1. Lemma. If ( ) CFn →χ :xs  is a character of the additive group of 
nF  as in 4 of Section 2, ( ) [ ]∞→μ ,0: nFB  is the Haar measure such that 

( ( )) .11,0, =μ nFB  Then ( ) ( ) ( )
( )∫ =μχkpB s ksJdxx

,0,
,,nF
 where ( )ksJ ,  

knp=  for ,kps −≤  while ( ) 0, =ksJ  for .1 kps −≥  
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Proof. The Haar measure μ on ( )nFB  is the product of the                  

Haar measures 1μ  on ( ),FB  ( ) ( ),1 jj
n
j dxdx μ⊗=μ =  .1μ=μ j  Therefore, 

( ) ( ) ( ) ( )
( )( )∫ ∏ ∫=

μχ=μχk k jpB
n
j pB jjjss dxxdxx

,0, 1 ,0,
,nF F
 where ,1χ=χ j  

( )js xjχ  is the character of F. 

Consider .1=n  Then 

( ) ( ) ( ) ( )
( )( )∫ ∫ μ−χ=μχ= k kpB pyB

ss dxyxdxxK
,0, ,,

: nF F
 

for each ( ).,0, kpBy F∈  Thus ( ) ( ) ( )
( )∫ μχ−χ= kpB ss dxxyK

,0,
,

F
 since 

( ) ( )kk pyBpB ,,,0, FF =  for each ( ),,0, kpBy F∈  while ( ) =−μ yA  

( )Aμ  for each ( ).FB∈A  Take 1+−≥ kps F  and kpy =F  such that [ ]Fsy  

0≠  is nonzero. Hence ( )( ) ,01 =−χ− yK s  but ( ) ,1≠−χ ys  consequently, 

.0=K  

On the other hand, if ,1≤Fsx  then ( ) 1=χ xs  and inevitably 

( ) ( )
( )∫ =μχkpB

k
s pdxx

,0,
,

F
 when kps ≤F  (see for comparison the 

case pQF =  in [30, Example 6, p. 62]). 

5. Theorem. Let ( ){ }Vvyv ∈ψ :,  be a family of characteristic 

functionals of σ-additive non-negative bounded measures on ( ),nKB  where 

V is a monotonically decreasing sequence of positive numbers converging 
to zero. Suppose that there exists a limit ( ) ( )( ) vyvyg v 1,lim 0 −ψ= ↓  

uniformly in each ball ( )RB ,0,nK  for each given .0 ∞<< R  Then in 

{ ( )}nn KK B,  there exists a σ-additive non-negative bounded measure ν, 

functions ( )yA  and ( ),yB  belonging to classes 1C  and ,2C  respectively, 

such that 
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(i) ( ) ( ) ( ) ( ( )( ) ( ) ) ( +−−+−= ∫ 1,1,exp2 nK FKFK xyixyiyByiAyg  

) ( ) (( ) ) [( ) ] ( ) { }( ) .00,0,121, 2212212 =ν≥νν+++ −− dxxxxxyx FK  

Proof. Let vμ  be a measure corresponding to the characteristic 

functional ( )., yvψ  Put ( ) [ ] ( )∫ μ+=λ −
A vv dzzzvA 221 1:  for each ∈A  

( ),nKB  where ,max: 1 Kjnj zz ≤≤=  ( ) ,...,,1
nK∈= nzzz  K∈jz  for 

every ....,,1 nj =  We prove a weak compactness of the family of measures 

{ }.: Vvv ∈λ  That is, we need to prove that 

 (i) there exists 0const >=L  such that ( ) ;sup LvVv ≤λ∈
nK  

(ii) ( ( )) .0,0,\limlim 0 =λ↓∞→ RBvvR
nn KK  

The topologically dual space nK ′  of all continuous K-linear functionals 

on nK  is K-linearly and topologically isomorphic with ,nK  since .N∈n  
Since K is the locally compact field, it is spherically complete (see [26, 

Theorems 3.15, 5.36 and 5.39]). Since nK  as the linear space over F is 

isomorphic with ,bnF  it is sufficient to verify a weak compactness over 
the field F, where either pQF =  for ( ) 0char =K  with pQK ⊃  and 

,N∈b  or ( )θ= pFF  for ( ) 0char >= pK  with ( )θ= pFK  and .1=b  

Indeed, apply the non-Archimedean variant of the Minlos-Sazonov 
theorem, due to which there exists the bijective correspondence between 
characteristic functionals and measures [20], where characteristic 
functionals are weakly continuous (see also Section IV.1.2 and Theorem 
IV.2.2 about the Minlos-Sazonov theorem on Hausdorff completely 

regular (Tychonoff) spaces [29]). They are positive definite on ( )′nK  or 

( ),,0 KKnC  when μ is non-negative; ( ) 10ˆ =μ  for ( ) .1=μ nK  In the 

considered case nK  is a finite dimensional Banach space over K. Since 
the multiplication in K is continuous, over F this gives the continuous 
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mapping ( ) .: 2
0

bb FF →f  The composition of 0f  with all possible K-linear 

continuous functionals KKn →:s  separates points in .nK  

Let ,1Rx ≤  where ∞<< 10 R  is an arbitrarily given number. Due 

to conditions of this theorem for each 0>δ  there exists ( )δ= ,100 Rvv  

0>  such that for each 0>ε  there is satisfied the inequality: 

(1) ( ) [ ( ) ] ( )
( )∫ ε

λ−≥δ+−
,0,

2,cos1Reg bnF FFB v dxxxyy  for each 

,0 0vv ≤<  since ( ) ( ) ( ) ( )α−=−−α+α= αα cos11Re,sincos ii eie  for each 

,R∈α  while 11 2 ≥+ x  and [ ] .1 222 −− ≥+ xxx  

If 1>ε  and ( ),,0,\ ε∈ bnbn FF Bx  then from ε>Fx  it follows 

[ ] 111 222 ≥+=+ −− xxx  and then for each 0>δ  there exists 

00 >v  such that for each 1>ε  and each 00 vv ≤<  there is satisfied 

the inequality: 

(2) ( ) ( ( ) ) ( )
( )∫ ε

λ−≥δ+−
,0,\

.,cos1Reg bnbn FF FB v dxxyy   

Integrate these inequalities by ( )rBy ,0,bnF∈  and divide on the 

volume (measure) ( ( )),,0, rB bnFμ  where μ is the non-negative Haar 

measure on bnF  such that ( ( )) ( ( )) bnrrBB =μ=μ ,0,,11,0, bnbn FF  for 

each kpr =  with Z∈k  [3, 31]. Then from (1) it follows: 

(3) ( ) ( ) (
( )( )( )∫ ∫ ∫⎜⎝

⎛ −≥δ+μ−
ε

−−
rB rB B

bn xdyyr
,0, ,0, ,0,

2 1Regbn bn bnF F F F  

( ) ) ( ) ( ) .,cos bn
v rdydxxy −μ⎟

⎠
⎞λF  From (2) we get: 

(4) ( ) ( ) (
( )( )( )∫ ∫ ∫⎜⎝

⎛ −≥δ+μ−
ε

−
rB rB B

bn dyyr
,0, ,0, ,0,\

1Regbn bn bnbnF F FF
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( ) ) ( ) ( ) .,cos bn
v rdydxxy −μ⎟

⎠
⎞λF  On the other hand, ( ( ) ) =Fxy,cos  

,cos 1 ⎟
⎠

⎞
⎜
⎝

⎛∑ =
bn
j jj yx F  since ( ) ∑ =

= bn
j jjxyxy 1 ,,  also FFF baba +=+  

π+ w2  for each ,, F∈ba  where w is an integer number, ( )baww ,=  

.Z∈  For the characters integrals are known due to Lemma 4.1: 

( ) ( ) ( ) ( ) ( )
( )( )∫ ∏ ∫=

=μχ=μχk k jpB
bn
j pB jjjss ksJdxxdxx

,0, 1 ,0,
,,bnF F
 where 

( ) kbnpksJ =,  for ,kps −≤F  ( ) 0, =ksJ  for .1+−≥ kps F  Since ( )xy,  

( )yx,=  and ( ) ( )α=α ieRecos  for each ( ) ( )
( )∫ μ∈α kpB

dyxy
,0,

,cos, bnF FR  

( ),, kxJ=  since ( ) ., R∈kxJ  Take in (3, 4) ,kpr =  then 

(5) ( ) ( )
( )∫ δ+μ− −

kpB
kbn dyyp

,0,
RegbnF

 

( ( ) ) ( )
( )

,,1
,0,

2 ⎟
⎠
⎞⎜

⎝
⎛ λ−≥ ∫ ε

−−
bnF FB v

kbn dxpkxJx  

(6) ( ) ( )
( )∫ δ+μ− −

kpB
kbn dyyp

,0,
RegbnF

 

( ( ) ) ( )
( )∫ ε

− λ−≥
,0,\

.,1bnbn FF B v
kbn dxpkxJ  

Since ( ) 1, =−kbnpkxJ  for ,kpx −≤F  while ( ) 0, =−kbnpkxJ  for 

,1+−≥ kpx F  then for 1+−>ε kp  with ,Z∈k  where ,2≥p  we get 

( ( ) ) 1,1 =− −kbnpkxJ  for ,1 ε≤≤+−
Fxp k  then 

 ( ) ( )
( )∫ δ+μ− −

kpB
kbn dyyp

,0,
RegbnF

 

( )
( ) ( )

⎟
⎠

⎞
⎜
⎝

⎛ λ≥ ∫ −ε

−
kpBB

v dxx
,0,\,0,

2
bnbn FF F  
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[ ( ( )) ( ( )],,0,,0,2 k
vv pBB −− λ−ελε≥ bnbn FF  

hence 

(7) [ ( ( )) ( ( )]k
vv pBB −λ−ελ ,0,,0, bnbn FF  

( ) ( )
( )

.Reg
,0,

2
⎥⎦
⎤

⎢⎣
⎡ μ−δε≤ ∫−

kpB
kbn dyyp bnF

 

In particular, for 2+−=ε k
k p  with ε≤εk  and ,∞→k  inequality (7) is 

satisfied. The summation of both parts of inequality (7) by such k gives: 

(8) ( ( ))ελ ,0,bnFBv  

( ) ( )
( )∑ ∫

∞
=

+−− μ−δ≤
0

,Reg
,0,

42
1 kk pB

kkbn
k dyypL bnF

 

where ( )∑∞
=

−−− −==
0

0 ,1 22424
1 kk

kk ppppL  Z∈0k  is fixed. At the 

same time from (6) it follows: 

(9) ( ) ( ) ( ( ))
( )∫ ελ≥δ+μ− −

kpB
v

kbn Bdyyp
,0,

,0,\RegbnF
bnbn FF  

for .1+−>ε kp  Therefore, due to inequalities (8) and (9) there exists =L  

0const >  such that ( ) ( ( )) ( ( ))ελ+ελ=λ ,0,\,0, bnbnbnbn FFFF BB vvv  

,L≤  for each ( ],,0 0vv ∈  where .0const >=L  

Due to conditions of this theorem the function ( )yg  is continuous and 

( ) ,00 =g  consequently, for each 0>δ  there exists sufficiently small <0  

∞<= 11
kpR  such that ( ) ( )

( )
.Reg

1,0,1 δ<μ∫−
RB

bn dyyR bnF
 In view of 

inequality (9) for each ( )1,max 11+−>ε kp  there is satisfied the inequality 

( ( )) δ<ελ 2,0,\ bnbn FF Bv  for each ( ],,0 0vv ∈  consequently, the family 

of measures { }Vvv ∈λ :  is weakly compact. 

Choose a sequence 0↓nh  such that nvλ  is weakly convergent to 
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some measure ν on ( ).nKB  Due to conditions of this theorem and using 

the decomposition of exp into the series, we get: 

(10) ( )[ ] ( ( ) ) [ ] ( )∫ λ+−χ=−ψ −
nK KK dxxxxvyv vy

22111,  

 ( ) ( ) ( ) ( )∫ λ+−= nK
,,2 dxxyfyByiA vvv  

where 

( ) ( ) ( )∫ λ= −
nK KFK ,, 2 dxxxyyA vv  

( ) ( ) ( )∫ λ= −
nK K

2
FK ., 2 dxxxyyB vv  

(10′) ( ) ( ( ( ) ) ( ) [ ] 121,1,exp, −+−−= KFKFK xxyixyixyf  

 ( ) [ ] ) [ ] .121, 22122 −− +++ KKKFK xxxxy  

The multiplier [ ] 221 −+ KK xx  is continuous and bounded for ,Rx ≥  

where ( ) 0,,0 =∞<< FKxyR  for ,1≤KK xy  hence the function 

( )xyf ,  is continuous, it is bounded, when y varies in a bounded subset in 

,nK  while .nK∈x  Therefore, there exists 

( ) ( ) ( ) ( )∫ ∫ ν=λ∞→ n nK K
.,,lim dxxyfdxxyf kvk  

The functions ( ) 2, −
KFK xxy  and ( ) ( ) 2,, −

KFKFK xxzxy  are locally 

constant by x for each given value of the parameters y and z. These 
functions are zero, when ,1≤KK xy  that is, they are defined in the 

continuous manner to be zero at the zero point .0=x  Since there exists 
the limit in the left hand side of (10), there exist 

( ) ( ) ( ) ( )∫ ν== −
∞→ nK KFK dxxxyyAyA kvk

2,lim  
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and 

( ) ( ) ( ) ( )∫ ν== −
∞→ nK KFK .,lim 22 dxxxyyByB kvk  

At the same time ( ) 0≥yB  for each .nK∈y  

Substitute the measure ( )Uν  on { }( )0\Uν  and denote it by the same 

symbol, where ( ).nKB∈U  Due to the fact that ( ) ,00, =yf  ( ) FK0,y  

,0=  then for such substitution of the measure the values of integrals  

( ) ( )∫ νnK
,, dxxyf      ( ) ( ) ( )∫ ν= −

nK KFK dxxxyyA 2,  

and 

( ) ( ) ( ) ( )∫ ν= −
nK KFKFK dxxzyxyzyB 2,,,  

do not change. 

It is known that [ ] [ ] [ ] ( ),, βα+β+α=β+α vFFF  where ( ) Z∈βα,v  for 

,pQF =  ( ) Z∈βα,pv  for ( ),θ= pFF  [ ] 10 ≤α≤ F  for each ., F∈βα  

Also [ ] [ ] [ ] ( ),, βα+βα=αβ uFFF  where ( ) ( ) Z∈βαβα− ,, up N  for ,pQF =  

( ) Z∈βα,2up  for ( ),θ= pFF  since 

[ ] [ ]
( )( )

,
1 1∑ ∑−

α=

−

β=
+βα=βα

Nk Nl
lk

lk ppp QQ  

and 

[ ]
( ) ( )∑ −≤+≤β≤α

+βα=αβ
1,,

,
lklNkN

lk
lk p

pQ  

where ( )∑∞
α=

∈α=α Nk
k

k p ,pQ  { }1...,,1,0 −∈α pk  for each ,Z∈k  

( ) ,0≠α αN  while 

[ ] ( )[ ] ( ) ,2
11

−
−−θθ βα=βα p

pp FF  
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and 

[ ] ( ) ( ) ( )∑ −=+≤β≤α
−

θ βα=αβ
1,,

1,
lklNkN lk p

pF  

where 

( )
( )∑∞

α=
∈αθ∈θα=α

Nk k
k

k pp FF ,  

for each ,Z∈k  ( ) [ ].31,300≠α αN  At the same time [ ] ,0=α F  when 

,1≤α F  hence ( ) 0, =βαv  and ( ) 0, =βαu  for ( ) .1,max ≤βα FF  

Then 

(11) ( ) ( ) ( ) ( ),;,2,,, 1 xzyfxzxyxzy π++=+ FKFKFK  

where Z∈1f  for ,pQF =  Z∈1pf  for ( ).θ= pFF  Since ( ) FKxy,  is 

locally constant and [ ] 10 ≤α≤ F  for each ,F∈α  there is the inequality 

( ) 1;,2 1 ≤≤− xzyf  for each nK∈zyx ,,  in (11). On the other hand, 

(12) ( ) [ ] ( ) ( ( ( ) ) ),,,,2,, 2 FKFKFFK xyefxyxy βπ+β=β  

where ( ) ( )βα=βα ,,2 uf  for each ,, F∈βα  since F is naturally embedded 

into K and ( ( ) ) ( ( ) ) .,,,, FKFK xyexye β=β  Since [ ] [ ]1,0∈α F  for each 

,F∈α  ( ) 1,1 2 ≤γα≤− f  for each F∈α  and ( ( ) ) FFK ∈=γ xye ,,  in (12). 

In view of the continuity and the locally constant behavior of ( ) FKxy,  

from this the continuity and local constantness of 1f  and 2f  follow. Thus, 

1f  and 2f  satisfy Conditions (F3, F4) depending on ( ).char K  Therefore, 

from (11) and (12) we get the properties: 

(13) ( ) ( ) ( )∫ ν= −
nK KFK dxxxyyA 2,  and 

(14) ( ) ( ) ( ) ( )∫ ν= −
nK KFKFK dxxxzxyzyB 2,,,  with the measure 

( )dxx ν−2
K  here instead of the measure μ in (F1-F4), (B1-B3). By the 
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construction given above the measures in the definitions of A and B are 
non-negative and the functions in integrals are non-negative, then ( )yA  

and ( )zyB ,  take non-negative values. 

As the metric space nK  is complete separable and hence is the 
Radon space (see [4, Theorem 1.2]), that is, the class of compact subsets 
approximates from below each σ-additive non-negative finite measure on 

the Borel σ-algebra ( ).nKB  In view of the finiteness and the σ-additivity 

of the non-negative measure ( )dxx ν−2
K  on ( )K

nn KK yB 1,0,\  for 

,0>Ky  ( ) 0, =FKxy  for ( ) 1, ≤Kyx  and due to continuity and 

boundedness of the functions in integrals we have that the mappings 
( )yA  and ( )zyB ,  are continuous. 

6. Corollary. Let the conditions of Theorem 5 be satisfied and there 

exists ( )∫ ∞<ν= −
nK K .: 2 dxxJ  Then 

( ) ( )( ) 0, =ββ∂βφ∂−= yiyA  

and 

( ) ( ( ) ) ,, 0
22

=β|β∂βφ∂−= yyB  

where 

( ) ( ( ) ) ( )∫ <β<−νβ=βφ −
nK KF .11,,exp, 2 dxxxyiy  

Proof. In view of Theorem 5 there exist ( )yA  and ( ).yB  At the same 

time the measure ν is non-negative as the weak limit of a weakly 
converging sequence of non-negative measures, consequently, the 

measure ( ) ( )dxxdx ν=μ −2: K  is non-negative. In view of the supposition 

of this lemma ( ) .0 ∞<=μ≤ JnK  If ,0=J  then ( ) ,0=yA  ( ) 0=yB  

and ( ) ,0, =βφ y  then the statement of this lemma is evident. Therefore, 
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there remains the case .0>J  Consider the random variable =ζ :  

( ) FKη,y  with values in R, where η is a random vector in nK  with the 

probability distribution ( ) ( ),: 21 dxxJdxP ν= −−
K  where nK∈y  is the 

given vector. 

Then ( ) ( ),exp, βζ=βφ iJMy  where MX denotes the mean value of the 

random variable X with values in C. That is, 

( ) ( ( ) ) ( )∫ β=βζ nK FK .,expexp dxPxyiiM  

For ζ there exists the second moment, since there exists ( )yB  for each 

.nK∈y  In view of Theorem II.12.1 [28] about relations between 
moments of the random variable and values of derivatives of their 
characteristic functions at zero, we get the statement of this Corollary. 

7. Theorem. Let the conditions of Theorem 5 be satisfied and                        
in addition measures ( )dxvμ  posses finite moments of Kx  of the              

second order: ( )∫ ∈∀∞<μnK K .2 Vvdxx v  Then for ( )yg  there is the 

representation: 

(i) ( ) ( ) ( ) ( ( ( ) )
( )∫ ε

+−=
,0,

,exp2~~
nK FKB

xyiyByAiyg  

( ) ( ) ) ( )dxxyxyi η+−− 2,,1 2
FKFK  

( ( ( ) ) ) ( )
( )∫ ε

η−+
,0,\

,1,expnn KK FKB
dxxyi  

where η is a non-negative σ-additive measure on ( ),nKB  { }( ) ,00 =η  

( ) ( ) .,~,~
21 CC ∈∈ zyByA  

Proof. Let 

( ) ( )∫ μ=η −−

A
vv dxxvA ,: 21

K  
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where { }vv :μ  is the family of measures corresponding to the 

characteristic functions ( )., yvψ  At first we prove the weak compactness 

of the family of measures ( ) ( ){ }Vvdxx vB ∈ηΨ :  for ( ),,0, RBB nK=  

,0 ∞<< R  where ( ) 1=Ψ xB  for ( ) 0, =Ψ∈ xBx B  for ,Bx ∉  ( )xBΨ  is 

the characteristic function of the set B. Using the non-Archimedean 
analog of the Minlos-Sazonov theorem as in 5 of Section 2 we reduce the 

proof to the case of measures on .bnF  Take .0 1 ∞<< R  In view of the 

conditions of this theorem for each 0>δ  there exists ( ) 0,100 >δ= Rvv  

such that for each 0>ε  and each 00 vv ≤<  there is accomplished the 

inequality 

( ) [ ( )] ( )∫ η−≥δ+− −
bnF F dxxxyy v

2,cos1Reg  

due to the existence of ( )[ ] ( )ygvyvv =−ψ↓ 1,lim 0  uniformly in the ball 

of the radius ,0 1 ∞<< R  .: 1Ryy ≤∈∀ bnF  Integrate this inequality 

by ( )rBy ,0,bnF∈  and divide on the volume ( ( )) bnrrB =μ ,0,bnF        

for { } { },:,0:: ZFF ∈=∈≠=Γ∈ kpxxxr k  where μ is the Haar 

non-negative non-trivial measure on .bnF  Then 

( ) ( )
( )∫ δ+μ− −

rB
bn dyyr

,0,
RegbnF

 

[ ( ) ] ( )
( )

( )dydxxxyr
rB

v
bn μ⎟

⎠

⎞
⎜
⎝

⎛ η−≥ ∫ ∫ −−

,0,
2,cos1bn bnF F F  

[ ( ) ] ( )
( )

( )
( )

,,cos1
,0, ,0,

2∫ ∫ μ⎟
⎠

⎞
⎜
⎝

⎛ η−≥
ε

−−

rB B
v

bn dydxxxyr bn bnF F F  

since 0≥ηv  and 0≥μ  are non-negative measures. Since 

( ) ( ) ( )
( )∫ =μχkpB

s ksJdxx
,0,

,,bnF
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where ( ) kbnpksJ =,  for ( ) 0,, =≤ − ksJps k  for ,1+−≥ kps  

( ) ( )
( )∫ δ+μ− −

kpB
bnk dyyp

,0,
RegbnF

 

[ ( )] ( )
( )∫ ε

−− η−≥
,0,

2 .,1bnFB
v

bnk dxxkxJp  

For 1+−>ε kp  we then get 

[ ( ( ) ( ( ))]k
vv pBB −η−εη ,0,,0, bnbn FF   

( ) ( )
( )

.Reg
,0,

2
⎥⎦

⎤
⎢⎣

⎡ μ−δε≤ ∫−
kpB

bnk dyyp bnF
 

Then for 20 +−=ε kp  and ,2 ε≤=ε +−k
k p  ∞→k  the summing of these 

inequalities leads to: 

( ( ) ( ) ( )
( )∑ ∫

∞

=
+−− μ−δ≤εη

0 ,0,
42

1 ,Reg,0,
kk pB

kkbn
v k dyypLB bnF

bnF  

where ( ),1 224
1 0 −− −= ppL k  Z∈0k  is fixed. 

In view of the fact that the function ( )yg  is continuous and ( ) ,00 =g  

then for each 0>δ  there exists ∞<< 10 R  such that  

( ) ( )
( )

.Reg
1,0,

1 δ<μ∫−

RB
bn dyyR bnF

 

Then for 20 +−=ε kp  there is accomplished the inequality: ( ( ))εη ,0,bnFBv  

δ< 12L  for each ( ].,0 0vv ∈  Since ( ) ( )∫ =ηΨ
B

dxx
\ B ,0nK

 the family of 

measures { }VvvB ∈ηΨ :  is weakly compact for each given ,0 ∞<< R  

( ).,0, RBB nK=  

Let .0 ∞<ε<  Then 

( ) ( )
( )

.,
,0,

∞<ν∫ εnK FKB
dxxy  



S. V. LUDKOVSKY 22 

and 

( ) ( )
( )

.,
,0,\

2 ∞<ν∫ ε

−
nn KK FKB

dxxxy  

Then 

( ( ( ) ) ( ) [ ]∫ −+−−= nK FKFK
121,1,exp: xxyixyiJe  

( ) [ ] ) [ ] ( )dxxxxxy ν+++ −− 22122 121, FK  

( ( ( ) ) ( ) [ ]∫ −+−−= nK FKFK
121,1,exp xxyixyi  

( ) [ ] ) ( ),21, 122 dxxxy η++ −
FK  

where ( ) [ ] ( )∫ ν+=η −
A

dxxxA 221:  for each ( ).nKB∈A  The measure 

0≥η  is non-negative, since 0≥ν  is non-negative. From { }( ) 00 =ν  it 

follows that { }( ) .00 =η  The measure ( )Aη  is finite for each ∈A  

( ( )),,0,\ εnn KK BB  when ,0 ∞<ε<  since ( ) ∞<ν nK  and ε>x  for 

( ).,0,\ ε∈ nn KK Bx  Therefore, 

( ( ( ) )
( )( )

( )dxxyiJ
B B

e η⎟
⎠

⎞
⎜
⎝

⎛ −+= ∫ ∫ε ε,0, ,0,\
1,exp: n nnK KK FK  

( ( ) ( ) ) ( )∫ ν+−+ −
nK FKFK .2,, 22 dxxxyxyi  

At the same time 

 ( ( ) ( ) ) ( )∫ ν+− −
nK FKFK dxxxyxyi 22 2,,  

( ( ) ( ) ) ( )
( )∫ ε

η+−=
,0,

2 2,,nK FKFKB
dxxyxyi  
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( ( ) ( ) ) [( ) ] ( )
( )∫ ε

− ν−++−−
,0,

222 112,,nK FKFKB
dxxxxyxyi  

( ( ) ( ) ) ( )
( )∫ ε

− ν+−+
,0,\

22 ,2,,nn KK FKFKB
dxxxyxyi  

hence 

(1) ( ) ( ) ( ) ( ( ( ) )
( )∫ ε

−+−=
,0,

1,exp2~~
nK FKB

xyiyByAiyg  

( ) ( ) ) ( )dxxyxyi η+− 2,, 2
FKFK  

( ( ( ) ) ) ( )
( )∫ ε

η−+
,0,\

,1,expnn KK FKB
dxxyi  

where 

( ) ( ) ( ) ( )
( )∫ ε

ν+=
,0,

,~
nK FKB

dxxyyAyA  

( ) ( )
( )∫ ε

− ν−
,0,\

2 ,,nn KK FKB
dxxxy  

( ) ( ) ( ) ( )
( )∫ ε

ν+=
,0,

2,~
nK FKB

dxxyyByB  

( ) ( )
( )∫ ε

− ν−
,0,\

22 .,nn KK FKB
dxxxy  

Using the expressions for ( )yA  and ( )zyB ,  from the proof of Theorem 5, 

we get 

(2) 

( ) ( ) ( )
( )∫ ε

ν=
,0,

,~
nK FKB

dxxyyA  

( ) ( )
( )∫ ε

− ν+
,0,

2 ,,nK FKB
dxxxy  
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(3) 

( ) ( ) ( ) ( )
( )∫ ε

ν=
,0,

,,,~
nK FKFKB

dxxzxyzyB  

( ) ( ) ( )
( )∫ ε

− ν+
,0,

2 .,,nK FKFKB
dxxxzxy  

Due to identities ( )12,115  with the measure [ ] ( )dxx BνΨ+ −21  here as 

the measure μ in 4 of Section 2, with ( ),,0, ε= nKBB  where ( )xBΨ  is 

the characteristic function of the set ( ) 1, =Ψ xB B  for ,Bx ∈  ( ) 0=Ψ xB              

for ,\Bx nK∈  we get, that A~  and B~  satisfy Conditions (F1-F4) and             

(B1-B3), respectively. Since the measures in the definition of A~  and B~  

are non-negative and the functions in integrals are non-negative, ( )yA~  

and ( )zyB ,~  take non-negative values. 

As the metric space nK  is complete and separable, hence it is the 
Radon space (see [4, Theorem 1.2]), that is the class of compact subsets 
approximates from below each σ-additive non-negative finite measure on 

the Borel σ-algebra ( ).nKB  In view of the finiteness and σ-additivity of 

the non-negative measure [ ] ( )dxx BνΨ+ −21  and the boundedness of 

the continuous functions in integrals the mappings ( )yA~  and ( )zyB ,~  are 

continuous. 

8. Theorem. A characteristic function ( )yψ  of an infinitely divisible 

distribution in nK  has the form ( ) ( )( ),exp ygy =ψ  where ( )yg  is given by 

Formula 5(i). If in addition distributions ( )dxvμ  from Theorem 5 posses 

finite moments Kx  of the second order: ( )∫ ∞<μnK K ,2 dxx v  then ( )yg  

is given by Formula 7(i). 

Proof. Let ,,1 N∈= kkhk  hence ( ) ( )( ) ( ) =−ψ= ∞→ kyyg kk 11lim  

( )( ) ( ),ln1lim yyk kk ψ=−ψ∞→  ( ) ( ),,1 ykyk ψ=ψ  ( ) ( )[ ] .k
k yy ψ=ψ  If fix 
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( ) 00arg =ψ  and take such a continuous branch ( ),arg yψ  then ( ) =ψ y  

( )( ),exp yg  where ( )yg  is given by Theorem 5 or 7. 

9. Definitions. Let there be a random function ( )tξ  with values in 

,, Tt ∈nK  where ( )ρ,T  is a metric space with a metric ρ. Then ( )tξ  is 

called stochastically continuous at a point ,0t  if for each 0>ε  there exists 

( ) ( ) ( )( ) .0lim 00, 0 =ε>ξ−ξ→ρ ttPtt  If ( )tξ  is stochastically continuous 

at each point of a subset S in T, then it is called stochastically continuous 
on S. 

If ( )( ) ,0suplim =>ξ∈∞→ RtPStR  then a random function ( )tξ  is 

called stochastically bounded on S. 

Let [ ]aT ,0=  or [ ),,0 ∞=T  .0>a  A random process ( )tξ  with 

values in nK  is called a process with independent increments, if ,n∀  
:0 1 ntt <<≤  random vectors ( ) ( ) ( ) ( ) ( )11 ...,,0,0 −ξ−ξξ−ξξ nn ttt  are 

mutually independent. At the same time the vector ( )0ξ  is called the 

initial state (value), and its distribution ( )( ),0 BP ∈ξ  ( ),nKB∈B  is 

called the initial distribution. A process with independent increments is 
called homogeneous, if the distribution ( ) ( ) ( )( ),:,, BtstBstP ∈ξ−+ξ=  

( ),nKB∈B  of the vector ( ) ( )tst ξ−+ξ  is independent from t, that is, 

( ) ( )BsPBstP ,,, =  for each .Tstt ∈+<  

10. Theorem. Let ( )yt,ψ  be a characteristic function of the vector 

( ) ( ),sst ξ−+ξ  ,0>t  ,0≥s  where ( )tξ  is the stochastically continuous 

random process with independent increments with values in .nK  Then 
( ) ( )( ),exp, ytgyt =ψ  where ( )yg  is given by Formula 5(i). If in addition 

( ) Ktξ  has the second order finite moments, then the function ( )yg  is 

written by Formula 7(i). 

Proof. Let ( )tξ  be a homogeneous stochastically continuous process 

with independent increments with values in ,nK  where .R⊂∈ Tt  Let 
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.st >  Then 

 ( ) ( ) ( ( ( )) ) ( ( ( )) )FKFK syiMtyiMysyt ξ−ξ=ψ−ψ ,exp,exp,,  

( ( ( ) ( )( ) ) ) ( ( )( ) )FKFK syistyiM ξ−ξ−ξ= ,exp1,exp  

( ( ( ) ( )) ) .1,exp −ξ−ξ≤ FKstyiM  

Therefore, from the stochastic continuity of ( )tξ  it follows continuity of 

( )yt,ψ  by t. In view of being homogeneous and independency of 

increments the equalities are accomplished 

( ) ( ( ( ) ( )) ( ( ) ( )) )FF 0,,exp, 112121 ξ−ξ+ξ−+ξ=+ψ tyitttyiMytt  

( ( ( ) ( )) ) ( ( ( ) ( )) )FF 0,exp0,exp 21 ξ−ξξ−ξ= tyiMtyiM  

( ) ( ),,, 21 ytyt ψψ=  

for each ., 21 Ttt ∈  On the other hand, a unique continuous solution            

of the equation ( ) ( ) ( )ufvfuvf =+  for each R∈uv,  has the form 

( ) ( ),exp avvf =  where .R∈a  Thus, ( ) ( )( ),exp, ytgyt =ψ  where ( ) =yg  

( )( ) .1,lim 0 tytt −ψ↓  Applying Theorems 5 and 7, we get the statement of 

this theorem. 

11. Remark. Consider auxiliary random process [ ]pξ=η :  with values 

in ,nR  where ( )[ ] ([ ] [ ] )pnppn qqqq ...,,:...,, 11 =  for ( ) ...,,1
nK∈= nqqq  

If ( )tξ  is a homogeneous process with independent increments, then          

such is also η. Let ( ) ( )tMta η=:  is a mean value, while ( ) =:, stR  

[ ( ) ( )( ) ( ) ( )( )]sastatM −η−η ∗  is the correlation matrix, where =η  

( )nηη ...,,1  is the row-vector, ∗A  denotes the transposed matrix A. For 

the process with independent increments and finite moments of the 
second order then ( ) ( )( ),,min, stBstR =  where the matrix ( )tB  is 

symmetric and non-negative definite. If ( )tξ  is the homogeneous process 
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with independent increments, η has the finite second order moments, 
then as it is known ( ) ,atta =  ( ) ( ),,min, stBstR =  where a is the vector, 

B is the symmetric non-negative definite matrix [10]. 

12. Theorem. Let P and Q be two non-negative finite σ-additive 

measures on the Borel σ-algebra ( ),nKB  where K is a locally compact 

infinite field with a non-trivial non-Archimedean norm, .N∈n  If their 

characteristic functions are equal ( ) ( )yQyP ˆˆ =  for each ,nK∈y  then 

( ) ( )AQAP =  for each ( ).nKB∈A  

Proof. The metric space nK  is complete and separable, consequently, 
it is the Radon space, then P and Q are Radon measures (see [4, Theorem 

1.2]). Then for each 0>δ  there exists the ball ( ) ,0,,, ∞<< RRzB nK  

,nK∈z  such that ( ( )) δ<RzBP ,,\ nn KK  and ( ( )) .,,\ δ<RzBQ nn KK  

For each ball ( ),,, 1RzB nK  ,nK∈z  ,0 1 ∞<< R  due to the Stone- 

Weierstrass theorem for each 0>ε  and each continuous bounded 

function RKn →:f  there exist C∈kbb ...,,1  and nK∈kss ...,,1  such 

that ( ) ( ) ( ) ( ) ,sup 11 1,, ε<−χ++χ
∈

xfxbxb ksksRzBx nK  where ( )xsχ  is 

the character, ,N∈k  since the family of all finite C-linear combinations 
of characters forms the algebra which is the subalgebra of the algebra of 

all continuous functions on ( ),,, 1RzB nK  the complex conjugation 

preserves this subalgebra, this subalgebra contains all complex constants 

and separates points in ( )1,, RzB nK  (see [25, Theorem IV.10]). 

The characteristic function ( )RzB ,,nKΨ  of the set ( )RzB ,,nK  is 

continuous on ,nK  since nK  is totally disconnected and the ball 

( )RzB ,,nK  is clopen in nK  (simultaneously open and closed). Take 

( ) ( )1,10,10, +δ≤δ=<ε<<δ<∈ kkkk RRRkkz nK  for each k. For 

an arbitrary vector nK∈1z  with ( )11 δ<− Rzz nK  take the function 
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( ) ( ) ( )xbxbx vsvs χ++χ=Ψε
11  such that 

( ) ( ) ( )( ) .sup
1111 ,,,, kRzBRzBx xxk ε<Ψ−Ψε

∈ nn KK  

Then 

( ) ( ) ( ) ( )∫ ∫ εε Ψ=Ψn nK K
dxQxdxPx kk  

and 

( )( ) ( ) ( ( ))∫ =Ψn n
K

n
K K ,,, 11,, 11

RzBPdxPxRzB  

( )( ) ( ) ( ( ))∫ =Ψn n
K

n
K K .,, 11,, 11

RzBQdxQxRzB  

On the other hand, 

( )( ) ( ) ( )( ) ( )∫ ∫ Ψ−Ψn n nn
K K KK dxQxdxPx RzBRzB 1111 ,,,,  

( ) ( ) ( )( ) ( )∫ ∫ Ψ−Ψ≤ ε
n n n

K K K dxPxdxPx RzB
k

11,,  

( ) ( ) ( )( ) ( )∫ ∫ Ψ−Ψ+ ε
n n n

K K K dxQxdxQx RzB
k

11,,  

( ) ( ) ( ) ( )∫ ∫ εε Ψ−Ψ+ n nK K
dxQxdxPx kk  

( ( ) ( )).nn KK QPk +ε≤  

The right hand side of the latter inequality tends to zero while ,∞→k  
consequently, 

( ( )) ( ( ))1111 ,,,, RzBQRzBP nn KK =  
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for each ball ( )11,, RzB nK  in ,nK  where ,0 1 ∞<< R  ,1
nK∈z  since 

0lim =δ∞→ kk  and 

( ( ( )) ( ( ( )) .,,\,,,\ kkkk RzBQRzBP δ<δδ<δ nnnn KKKK  

Since balls form the base of the topology in ,nK  ( ) ( )AQAP =  for each 

( ).nKB∈A  

13. Theorem. Random vectors kηη ...,,1  in nK  are independent if 

and only if 

(1) 

 ( ( ) ( ) )FKK kkyyiM η++η ,,exp 11  

( ( ) ) ( ( ) )FKFK kkyiMyiM ηη= ,exp,exp 11  

for each ....,,1
nK∈kyy  

Proof. From the independence of kηη ...,,1  it follows the 

independence of ( ) ( ) ,,...,,, 11 FKFK kkyy ηη  consequently, there is 

satisfied equality (1), since 

 ( ( ) ( ) )FKK kkyyi η++η ,,exp 11  

( ( ) ) ( ( ) ).,exp,exp 11 FKFK kkyiyi ηη=  

Vice versa let (1) be satisfied. Denote by kP ηη ...,,1  the mutual 

probability distribution of random vectors ,...,,1 kηη  by jPη  denote the 

probability distribution of .jη  Then 

( ( ) ( ) ) ( )∫ ηη++nK FKK dxPxyxyi kkk ...,,11 1,,exp  

( ( ) ( ) )FKK kkyyiM η++η= ,,exp 11  
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( ( ) ) ( ( ) )FKFK kkyiMyiM ηη= ,exp,exp 11  

( ( ) ) ( )∏ ∫= η=
k

j jjj dxPxyi j1
,,expnK FK  

where ( ) ....,,,...,,,...,, 111
nK∈= kkk xxyyxxx  Therefore, by Theorem 

12 ( ) ( ) ( )kk APAPAAP kk ηηηη =×× 11...,, 11  for each ( ),...,,1
nKB∈kAA  

consequently, kηη ...,,1  are independent. 

14. Definitions. A sequence of random vectors mξ  in nK  is called 

convergent by the distribution to a random vector ξ, if for each continuous 

bounded function RKn →:f  there exists ( ) ( ).lim ξ=ξ∞→ MfMf mm  

Let a metric space ( )ρ,X  be given with a metric ρ and a σ-algebra of 

Borel subsets ( ).XB  

The family of probability measures { }Λ∈β= β :: PP  on ( )( ),, XX B  

where Λ is a set, is called relatively compact, if an arbitrary sequence of 
measures from P  contains a subsequence weakly converging to some 
probability measure. 

A family of probability measures { }Λ∈β= β :: PP  on ( )( )XX B,  is 

called dense, if for each 0>ε  there exists a compact subset C in X such 
that ( ) .sup ε≤βΛ∈β CXP  

A sequence { }N∈mPm :  of probability measures mP  is called weakly 

convergent to a measure P when ,∞→m  if for each continuous bounded 
function RXf →:  there exists 

( ) ( ) ( ) ( )∫ ∫=∞→
X X

mm dxPxfdxPxf .lim  

15. Theorem. A random vector ξ in nK  is a limit by a distribution of 

sums ∑ =
ξ=ξ

m
k kmm 1 ,:~  of independent random vectors with the same 
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probability distribution ,, kmξ  ,...,,1 mk =  if and only if ξ is infinitely 

divisible. 

Proof. If ξ is infinitely divisible, then for each 1≥m  there exists 
independent random vectors with the same distribution kmm ,1, ...,, ξξ  

such that the probability distributions of ξ and of the sum 
( )kmm ,1, ξ++ξ  are the same. 

Let now mξ
~  be a sequence of arbitrary vectors converging by the 

distribution to ξ when .∞→m  Take 1≥k  and group the summands 

writing mkξ~  in the form: 

,~
,1, kmmmk ζ++ζ=ξ  

where 

( ) ....,, ,11,,,1,1, mkmkkmmkkmkmmkmkm ξ++ξ=ζξ++ξ=ζ +−  

Since the sequence mkξ~  converges by the distribution to ξ while ,∞→m  

the sequence of the probability distributions 
mk

Pξ~  of random vectors mkξ~  

is relatively compact, consequently, due to the Prohorov Theorem (see 
[11, Section VI.25] or [28, III. 2.1]) it is dense. 

On the other hand, if ,~ Rmk >ξ  then due to non-Archimedeanity of 

the norm in nK  there exists j such that ,, Rjm >ζ  consequently, 

( ( )) ( ( )),,0,\~,0,\1, RBPRBP mkm
nnnn KKKK ∈ξ≤∈ζ  since jm,ζ  are 

independent and have the same probability distribution. Therefore, 
{ }N∈ζ mP m :1,  is the dense family of probability distributions. Then 

there exists the sequence { }N∈jmj :  and random vectors kηη ...,,1  

such that lmj ,ζ  converges by the distribution to lη  for each kl ...,,1=  

for .∞→j  In view of the definition of convergence by the distribution 
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this means in particular, that for each nK∈kbb ...,,1  there exists 

 ( ( ) ( ) )FKK kmkmj jj bbiM ,1,1 ,,explim ζ++ζ∞→  

( ( ) ( ) ).,,exp 11 FKK kkbbiM η++η=  

In view of independency of random vectors kmm jj ,1, ...,, ζζ  there is 

satisfied the equality 

 ( ( ) ( ) )FKK kmkm jj bbiM ,1,1 ,,exp ζ++ζ  

( ( ) ) ( ( ) ),,exp,exp ,1,1 FKK kmkm jj biMbiM ζζ=  

since ( )Fyiexp  is the character of the additive group of the field K. 

Therefore, 

( ( ) ( ) )FKK kmkmj jj bbiM ,1,1 ,,explim ζ++ζ∞→  

( ( ) ) ( ( ) ),,exp,exp 11 FKFK kkbiMbiM ηη=  

thus 

 ( ( ) ( ) )FKK kkbbiM η++η ,,exp 11  

( ( ) ) ( ( ) )FKFK kkbiMbiM ηη= ,exp,exp 11  

for each ....,,1
nK∈kbb  Then from Theorem 13 it follows, that the 

random vectors kηη ...,,1  are independent. 

Since kmmkm jjj ,1,
~ ζ++ζ=ξ  converges by the distribution to 

kη++η1  and kmjξ~  converges by the distribution to ξ, ξ is equal to 

kη++η1  by the distribution, since 

 ( ) ( )kmj jMfMf ξ=ξ ∞→
~lim  

( )kmmj jjMf ,1,lim ζ++ζ= ∞→  
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( )kMf η++η= 1  

for each continuous bounded function .: RKn →f  

16. Particular cases of Theorem 10. 1. If ( ) ( ) ,, FKyaqyA =  

,0,0 =ν=B  where nK∈a  is some vector, ,0const >=q  then ( )yt,ψ  

( ( ) ).,exp FKyaitq=  The random function ( ) ( )( ) FKytt ,ξ=η  has the 

form ( ) ( ) ,0 tqt +η=η  where ξ is the initial random vector with values in 

.nK  That is, ( )tη  corresponds to the uniform motion of the point in R 

with the velocity q. 

In the case, when ( ) ( ) ,0,0,, =ν== ByvqyA F  where nR∈v  is a 

given vector, 10 ≤≤ jv  for each ,...,,1 nj =  ( ),...,,1 nvvv =  const=q  

,0>  then ( ) ( ( )).,exp, Fyvitqyt =ψ  Therefore, the random variable 

( ) ( ( ) )RFF ytt ,ξ=η  has the form ( ) ( ) .0 tqt +η=η  

2. It is possible to consider in formulas for ( )yA  and ( )zyB ,  in 5 and 

7 of Section 2 in particular atomic measures, denoting A~  by A and B~  by 
B here for the uniformity, then there are the expressions of the form 

( )∑ j jj yxq FK,  and ( ) ( )∑ j jjj zxyxq ,,, FKFK  where ({ })jj xq ν=  

0>  or ({ }) 02 >ν= −
jjj xxq  depending on the considered case, .0≠jx  

In particular, there may be ( ) nK∈== …,0,1,0...,,0jj ex  with the 

unity on the j-th place. These expressions may be transformed using 
Conditions (F1-F4) or (B1-B3) (see Formulas 5(i, 10, 13, 14) or 7(i, 1-3)). 
Then there are possible cases 

( ) ( ) ,, FKyaqyA =  

( ) ( ) ,, RFyvyA =  

( ) ∑ =
=

n

j jjj zyszyB
1

,, F  
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( ) ∑ =
=

n

j jjj zyqzyB
1

,, FF  

where 

( ),...,,1 FFF nyyy =  

( ) ,...,,1
nK∈= nyyy  

K∈ky  

for each ,nR∈vk,  ( )R∗∗,  is the scalar product in .,, nn KKR ∈∈ asj  

The consideration of the transition matrix Y from one basis in nK  to 

another or the matrix X of transition from one basis in nR  into another 
leads to the more general expressions for ( )zyB ,  such as ( ) =zyB ,  

( ) ,, RFF zyb  ( ) ( ) ,,, FKzhyzyB =  where b is the symmetric non-

negative definite nn ×  matrix with elements in the field of real numbers 
R, h is the symmetric nn ×  matrix with elements in the locally compact 
field K. 

3. If ( ) ( ) ( ) ( ) ,,,,, FKFK zhyzyByaqyA ==  where ,nK∈a  h is the 

symmetric nn ×  matrix with elements in the field K, if the correlation 

term ( ) ( )∫ =νnK
0dxxy,f  from 5 of Section 2 or 

( ( ( ) )
( )∫ ε

−
,0,

1,expnK FKB
xyi  

( ) ( ) ) ( )dxxyxyi η+− 2,, 2
FKFK  

( ( ( ) ) ) ( )
( )∫ ε

=η−+
,0,\

01,expnn KK FKB
dxxyi  

from 7 of Section 2 is zero, then  

( ) ( ( ) ( ) ).2,,exp, pyhytyaitqyt KFK −=ψ  
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Then ( )tξ  is one of the non-Archimedean variants of the Gaussian 

process. 

4. In the case, when ( ) ( ) ( ) ( )RFFRF zybzyByvyA ,,,, ==  (see 

paragraph 2), while the correlation term is zero, then ( ) =ψ yt,  

( ( ) ( ) )2,,exp RFFRF yybtyvit −  and again ( )tξ  is one of the analogs 

of the Gaussian process. Though Gaussian processes in the non- 
Archimedean case do not exist. That is, we can satisfy a part of properties 
of the Gaussian type in the non-Archimedean case, but not all (see also 
[19]). 

5. When ,0=A  0=B  (taking into account (F1-F4) and (B1-B3); see 
Formulas 5(i, 10, 13, 14) or 7(i, 1-3)) where ν is the purely atomic 
measure, concentrated at the point { }( ) ,0, 00 >=ν qzz  then ( ) =ψ yt,  

( ( ( ( ) ) ).1,expexp 0 −FKzyiqt  Therefore, ( )tξ  is the non-Archimedean 

analog of the Poisson process. 

6. If 

( ) ( ) ( ) ( )
( )

,,,~
,0,∫ ε

η+= nK FKFK B
dxxyyaqyA  

( ) ( ) ( ) ( ( ))
( )∫ ε

∞<εηη−=
,0,

2 ,,0,,2,~
nK

n
FK K

B
BdxxyyB  

then 

( ) ( ) ( ( ( ) ) ) ( )∫ λ−+= nK FKFK ,1,exp, dxxyiwyaiyg  

where λ is the probability measure on ( ( )),, nn KK B  ( ) ,0 ∞<η=< nKw  

( ) ( )dxwdx λ=η  (see Formulas 7(i, 1-3) and (F1-F4), (B1-B3)). Therefore, 

( ) ( ( ) ) ( ) (( ) )∑∞

=
−=ψ

0
!exp,exp,

k
k kwtwtyaitqyt FK  

( ( ) ) ( ) .,exp
k

dxxyi ⎥⎦

⎤
⎢⎣

⎡ λ∫ nK FK  
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This expression of the characteristic function of the random process ( ) =ξ t  

( ) ( ),1 tt ζξ++ξ+ρ  where ( )tρ  is the random process in nK  with              

the characteristic function ( ( ) ),,exp FKyaitq  where ...,...,,1 kξξ  are 

independent random vectors in nK  with the same probability distribution 
( ),dxλ  ( )tζ  is the Poisson process with a parameter w independent from 

ρ, ....,...,,1 kξξ  Then there arises the non-Archimedean analog ( )tξ  of 

the generalized Poisson process. 

If  

( ) ( ) ( ) ( )
( )∫ ε

η+=
,0,

,,,~
nK FKRF B

dxxyyvyA  

where ( )yB~  is the same as at the beginning of the given paragraph, then 

( ) ( ( ) ) ( ) (( ) )∑∞

=
−=ψ

0
!exp,exp,

k
k kwtwtyvityt RF  

( ( ) ) ( ) ,,exp
k

dxxyi ⎥⎦

⎤
⎢⎣

⎡ λ∫ nK FK  

where ( )tρ  has the characteristic function ( ( ) ).,exp RFyvit  

17. Remark. Let a branching random process be realized with values 
in the ring pZ  of integer p-adic numbers or in the ring ( ( ) ),1,0,θpFB  

denote it by B. In the particular case of the uniform distribution 

( )dxx ν−2  in B the measure ν is proportional to the Haar measure μ, 

( ) ( ),2 dxqdxx μ=ν−  where ( ) ( ) pQFKB\FB ===ν=μ> ,0,1,0q  or 

( ),θ== pFFK  respectively here, .1=n  Then it is possible to calculate 

( )yA  and ( ).yB  In view of 5 in Section 2 in this particular case ( ) =yA  

( )∫ μ
B F dxyxq  and ( ) ( )∫ μ=

B F .2 dxyxqyB  If ,0=y  then ( ) 00 =A  and 

( ) ,00 =B  therefore, consider the case .0≠y  The function Fyx  takes 
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the zero value when 1≤Fyx  and is different from zero when >Fx  

.1 Fy  

In the considered case the support of the measure ν is contained in B, 
then ( )yA  and ( )yB  are equal to zero when .1≤Fy  But the Haar 

measure is invariant relative to shifts ( ) ( )AzA μ=+μ  for each Borel 

subset in F with the finite measure ( ) ∞<μ A  and each .F∈z  Moreover, 

( ) ( ),dxzzdx μ=μ F  where ( )zpz F
F

ord−=  (see [31]). Then 

( ) ( )∫ >≥∈
μ=

1, FFF FFzyz
ydzzqyA  

and 

( ) ( )∫ >≥∈
μ=

1,
2 ,

FFF FFzyz
ydzzqyB  

where .1>Fy  At the same time ( )∑∞
=

= xNk
k

k pzz  for pQF =  or =z  

( )∑∞
=

θxNk
k

kz  for ( ),θ= pFF  where ( ) ( ) { }1...,,1,0,ord −∈= pzzzN kp  

or .pF∈kz  If ( ) ( ),dxqdx μ=ν  then 

( ) ( )∫ >≥∈

− μ=
1,

2

FFF FFF zyz
dzzzyqyA  

and 

( ) ( )∫ >≥∈

− μ=
1,

22 .
FFF FFF zyz

dzzzyqyB  

These integrals are expressible in the form of finite sums, since 

( ( )) kk ppxB =μ ,,F  for each Z∈k  and ,F∈z  where the functions in 

the integrals are locally constant. 

The measure ν is Borelian, ( ) [ ),,0: ∞→ν nKB  therefore each of its 
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atom may be only a singleton. More generally (see Formulas 5(i, 13, 14)), 
if ,21 ν+ν=ν  where 2ν  is the atomic measure, while ( ) ( ) ( ),1 dxxfdx μ=ν  

where 

( ) ( ) [ )∞→= ,0:,, 2RFF gxxgxf  

is a continuous function, then 

( ) ({ }) ( ) ( )∑ ∫ μ+ν= −−
j jjj dxxxfyxxxyxyA

F FFF ,2
2

2  

( ) ({ }) ( ) ( ),22
2

22∑ ∫ μ+ν= −−
j jjj dxxxfyxxxyxyB

F FFF  

where { }jx  are atoms of the measure ({ }) ,0, 22 >νν jx  each 0≠jx  is 

nonzero. At the same time integrals by the Haar measure μ on F            

with functions ( ) 2−
FF xxfyx  and ( ) ,22 −

FF xxfyx  where ( ) =xf  

( ),, FF xxg  are expressible in the form of series, since Fx  and Fx  

are locally constant, hence f is locally constant. 
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