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Abstract 

The object of this paper is the study of optimal control for nn ×  
cooperative parabolic systems through Neumann conditions. We first 
prove the existence of solutions for these systems and then we discuss 
the optimal control of boundary type for these systems. Our considered 
systems involve parabolic operators with an infinite number of variables 
and also with variable coefficients. 

Introduction 

Some optimal control problems for systems governed by parabolic 
operators are introduced in [5, 12, 21]. These systems in the form 
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where ( )tA  is a second order self-adjoint elliptic operator with an infinite 
number of variables. The boundary control problems for such systems 
governed by both elliptic and hyperbolic type operators defined on spaces 
with an infinite number of variables are also discussed in [4, 6]. 

The corresponding distributed control problems are discussed, for 
example in [10, 18, 19]. 

Some problems for non cooperative systems are presented in [22, 24]. 

Some applications for boundary control problems are introduced, 
for example in [1, 11, 14] and for distributed control problems in [2, 16, 
20, 23]. 

Using the theory of Lions [17], Brezanskii [3] and Gali et al. [8, 10], 
Serag [21] studied the optimal control of distributed type for nn ×  
cooperative systems involving parabolic operators with an infinite 
number of variables. Here, we consider the problem with control in the 
boundary through Neumann conditions. We first prove the existence and 
uniqueness of the state for nn ×  cooperative parabolic systems involving 
parabolic operators with an infinite number of variables; then we find the 
set of equations and inequalities that characterize the boundary control 
for these systems. In section II, we introduce the problem through 
homogeneous Neumann conditions and in section III, we study the 
problem with non-homogeneous Neumann conditions. 

I. Function spaces on ∞R  

In this paper, we shall consider spaces of functions of infinitely many 
variables (see [3-5]). For this purpose, we shall introduce the infinite 

product ,11 ××=∞ RRR  with elements ( ( ) ),, 1
1 RxRxx nnn ∈∈= ∞∞
=  

and we denote by ( )xdρ  the product of measures ( ) ( ) 111 dxxpxd =ρ  

( ) ,222 ⊗⊗ dxxp  defined on the σ-hall of cylindrical sets in ∞R  

generated by the finite dimensional Borel sets, where ( )( )∞=1kk tp  is a 

sequence of weights such that 

( ) ( ) ( )∫ =∈ ∞
1 .1,0 1

R
kk dttpRCtp≺  
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With respect to this measure and on ,∞R  with sufficiently smooth 

boundary Γ, we construct the space ( ( ))xdRL ρ∞ ,2  of functions ( )xu  
which are measurable such that 

( ( )) ( ) .
21

2
,2 ∞







 ρ= ∫ ∞
∞ ρ ≺

RxdRL xduu  

We shall set ( ( )) ( )., 22 ∞∞ =ρ RLxdRL  

( )∞RL2  is a Hilbert space for the scalar product 

( ) ( ) ( ) ( ) ( )∫ ∞
∞ ρ=

RRL xdxvxuvu 2,  

associated to the above norm. For functions which are continuously 

differentiable up to the boundary Γ of ∞R  and which vanish in a 
neighborhood of ∞, we introduce the scalar product 

( ) ( ) ( )∑
≤α

αα ∞=
1

,,, 2 RLvDuDvu  (1) 

where αD  is defined by 

∑
∞

=
αα

α
α α=α

∂∂

∂=
11

,
1 i

i
n nxx

D  

and the differentiation in the sense of generalized function, and after the 

completion, we obtain the Sobolev space ( ).1 ∞RW  This space forms a 
Hilbert space endowed with the scalar product defined in (1). The space 

( )∞RW1  forms a positive space. We can construct negative space 

( )∞− RW 1  with respect to the zero space ( )∞RL2  and then we have the 
following imbedding 

( ) ( ) ( ).121 ∞−∞∞ ⊆⊆ RWRLRW  

Let ( ( ))∞RWTL 12 ;,0  denote the space of measurable function 
( )tft →  on open interval ( )T,0  and the variable t denotes the time. 
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We assume that ( ) ∞<∈ TTt ,,0  with Lebesgue measure dt on 

( )T,0  such that 

( ) ( ( )) ( )
( )( )

∞






= ∫ ∞∞ ≺
21

,0
2

;,0 112
T RWRWTL dttftf  

endowed with the scalar product 

( ) ( )( ) ( ( )) ( ) ( )( ) ( )( )∫ ∞∞ =
T RWRWTL dttgtftgtf

,0;,0 ,,, 112  

which is a Hilbert space. 

Analogously, we can define the spaces ( ( )) ( )QLRLTL 222 ;,0 =∞  and 

( ( )),;,0 12 ∞− RWTL  then we have a chain in the form 

( ( )) ( ( )) ( ( )),;,0;,0;,0 122212 ∞−∞∞ ⊆⊆ RWTLRLTLRWTL  

where ( )TRQ ,0×= ∞  with boundary ( ).,0 T×Γ=∑  

By Cartesian product, we have the following chain: 

( ( ( ))) ( ( ( ))) ( ( ( ))) .;,0;,0;,0 122212 nnn RWTLRLTLRWTL ∞−∞∞ ⊆⊆  

II. Boundary Control for nn ×  Cooperative Homogeneous 
Neumann Systems involving Parabolic Operators with an Infinite 

Number of Variables 

In this section, we find the necessary and sufficient condition for the 
control to be optimal for the following nn ×  cooperative homogeneous 
Neumann systems involving parabolic operators with an infinite number 
of variables 

( ) ( )( ) ( ) ( )

( )

( ) ( ) ( ) ( )

















∈∈=

≤≤=
ν∂

∂

+=+
∂

∂

∞∞

∑

=
∑

,,,0,

,1,0

in,

2
,0,0

1

RLxyRxxyxy

nixy

QtxfyxhytAt
xy

iii

i

n

j
ijiji

i

 (N) 



BOUNDARY CONTROL FOR COOPERATIVE SYSTEMS … 139 

where 

( )( ) ( )
( )

( ) ( ) ( ) ( )∑
∞

=

+
∂

∂−=
1

2

2
,,

,
1

k
kk

kkk
xytxqxytxp

xtxp
xytA  

( ) ( ) ( )∑
∞

=

+−=
1

2 ,,
k

k xytxqxyD  (2) 

( )
( )

( ) ( ),,
,

1
2

2
2 xytxp

xtxp
xyD kk

kkk
k

∂

∂=  

( )txq ,  is a real valued function in x which is bounded and measurable on 
∞R  such that ( ) 10,, ≤<≥ cctxq  and ( )nfffF ...,,, 21=  is a given 

function. 

We assume that ( )xhij  are bounded functions such that 

( ) ,allfor,allfor0 xjixhij ≠;  (3) 

.,1allfor njihh jiij ≤≤=  (4) 

System (N) is called cooperative if (3) holds [7]. 

We have (see [21]) 

Theorem 1. For a given ( ) ( ( ( ))) ,;,0...,,, 12
21

n
n RWTLfffF ∞−∈=  

there exists a unique solution ( ) ( ( ( )))nn RWTLyyyY ∞∈= 12
21 ;,0...,,,  

for system (N). 

Proof. We define on ( ( ( )))nRWTL ∞12 ;,0  for each t a continuous 

bilinear form ( ) ( ( ( ))) ( ( ( ))) RRWTLRWTLYt nn →×Φπ ∞∞ 1212 ;,0;,0:,;  
by 

( ) ( ) ( ) ( )∑∑∫
=

∞

=
∞

ρφ=Φπ
n

i k R
ikik xdxDxyDYt

1 1
,;  

( ) ( ) ( ) ( )∑ ∫
=

∞
ρφ+

n

i R
ii xdxxytxq

1
,  

( ) ( ) ( ) ( ).
1,

∑∫
=

∞
ρφ−

n

ji R
ijij xdxxyxh  (5) 
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From (5), we have 

( ) ( ) ( ) ( ) ( ) ( )∑∑∫ ∑∫
=

∞

= =
∞ ∞

ρ+ρ=π
n

i k R

n

i R
iik xdxytxqxdxyDYYt

1 1 1

22 ,,;  

( ) ( ) ( ) ( ),
1,

∑∫
=

∞
ρ−

n

ji R
jiij xdxyxyxh  

then 

( ) ( ) ( ) ( ) ( )∑ ∫
=

∞
ρ+π

n

ji R
jiij xdxyxyxhYYt

1,
,;  

( ) ( ) ( ) ( ) ( ),,
1 1 1

22∑∑∫ ∑∫
=

∞

= =
∞ ∞

ρ+ρ=
n

i k R

n

i R
iik xdxytxqxdxyD  

hence 
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= =
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ρ+ρ
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i k R
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i R
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22 ,  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ).,;
1
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= ≠

∞ ∞
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n

i R

n

ji R
jiijiii xdxyxyxhxdxyxhYYt  

From (3) and (4), we deduce that 
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since 

( ) ( ) ( ) ( ) ( )∑∑∫ ∑∫
=

∞

= =
∞ ∞

ρ+ρ
n

i k R

n

i R
iik xdxytxqxdxyD

1 1 1

22 ,  

( )
( )

( )
( )∑∑ ∑

=

∞
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i k

n

i RLiRLik xycxyD
1 1 1

22
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( )
( ( ))

( )
( ( ))∑

∞
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∞∞ +=

1

22
22

k RLRLk nn xYcxYD  

( )
( ( ))

( )
( ( ))∑ ∑

∞

=

∞

=
∞∞ −+

1 1

22
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k k RLkRLk nn xYDcxYDc  

( )
( ( ))

( )
( ( )) 
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
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22
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RLkRL nn xYDxYc  

( ) ( )
( ( ))∑

∞

=
∞−+

1

2
21

k
RLk nxYDc  

( )
( ( ))

( ) ( )
( ( ))

( )
( ( ))

,1
1

222
121 ∑

∞

=
∞∞∞ ≥−+=

k
RWRLkRW nnn xYcxYDcxYc  

then from (6), we obtain 

( ) ( )
( ( ))

( )
( ( ))

.,; 22
1 12 nn RWRL

xYcxYcYYt ∞∞ ≥+π  (7) 

Now, let ( )Φ→Φ L  be a continuous linear form defined on ( ( ;,02 TL  

( )))nRW ∞1  by 

( ) ( ) ( ) ( )∑ ∫
=

ρφ=Φ
n

i Q
ii dtxdxtxfL

1
,,  

then by Lax-Milgram lemma, there exists a unique solution 

( ) ( ( ( )))nn RWTLyyyY ∞∈= 12
21 ;,0...,,,  such that ( ) ( )Φ=Φπ LYt ,;  

for all ( ( ( )))nRWTL ∞∈Φ 12 ;,0  and hence for system (N). 
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Formulation of control problem for system (N) 

The space ( ( ))nL ∑2  being the space of controls. For a control 

( ) ( ( )) ,...,,, 2
21

n
n Luuuu ∑∈=  the state ( ) ( ) ( ) ( )( )uyuyuyuY n...,,, 21=  

( ( ( )))nRWTL ∞∈ 12 ;,0  of the system is given by the solution of 
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 (8) 

The observation equation is given by ( ) ( ) ( ) ( )( )uzuzuzuZ n....,,, 21=  

( ) ( ) ( ) ( )( ).....,,, 21 uyuyuyuY n==  

For a given ( ) ( ( )) ,...,,, 2
21

n
dnddd QLzzzZ ∈=  the cost function is 

given by 

( ) ( )
( ) ( )

,
1 1

22
22∑ ∑

= =
∑

+−=
n

i

n

i LiQLdii vMzvyvJ  (9) 

where M is a positive constant. 

The control problem then is to find ( )vJinf  over a closed convex 

subset adU  of ( ( )) .2 nL ∑  

Since the cost function (9) can be written as (see [17]): 

( ) ( ) ( ) ( )
( ( ))

,2, 2
2 nQLdZvYvLvvavJ −+−=  

where ( )vva ,  is a continuous coercive bilinear form and ( )vL  is a 

continuous linear form on ( ( ( ))) .;,0 12 nRWTL ∞  Then using the general 

theory of Lions [17], there exists a unique optimal control adUu ∈  such 

that ( ) ( )vJuJ inf=  for all .adUv ∈  Moreover, we have the following 

theorem which gives the necessary and sufficient conditions of optimality: 
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Theorem 2. Assume that (7) holds, the cost function is given by (9). A 

necessary and sufficient condition for ( ) ( ( ))nn Luuuu ∑∈= 2
21 ...,,,  to be 

an optimal control is that the following equations and inequalities are 
satisfied: 

( ) ( ) ( ) ( ) ( ) ( ) ( )
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1,0,,,0

,
11

2

 (10) 

( )( )( ( )) ( ) adnL UvvvvuvMuuP n ∈=∀≥−+ ∑ ...,,,0, 212  (11) 

together with (8), where ( ) ( ) ( ) ( )( )upupupuP n...,,, 21=  is the adjoint 

state. 

Proof. Since 

( )( ( ))
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i
iQL dtyhytxqyDt

uypBYP n

1 ,0 1 1

2 .,,,
2

2  

Using Green’s formula 
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Hence from (4), we have 
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( ) ( ) ( ) ( ) ( ) ( )∑∑
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Then the adjoint equation ( ) ( ) ( ) dZuYuPBt
uP −=+

∂
∂ ∗  can be 

written as the first equation in (10). 

The optimal control ( ) ( ( ))nn Luuuu ∑∈= 2
21 ...,,,  is characterized 

by (see [17]) 
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This inequality can be written as 
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Using Green’s formula, we obtain 
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Using (8) 
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which is equivalent to 

( )( )( ( )) .0, 2 ≥−+ ∑ nLuvMuuP  

III. Non-homogeneous Neumann Problems 

In this section, we study the boundary control for the following nn ×  
cooperative systems through non-homogeneous Neumann conditions: 
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where ( )∑∈ − 21Wgi  for all .1 ni ≤≤  

With the same bilinear form defined in (5), we shall prove the 
following theorem which gives the existence and uniqueness of the state 
for system (D). 

Theorem 3. For a given ( ) ( ( ( ))) ,;,0...,,, 12
21

n
n RWTLfffF ∞−∈=  

there exists a unique solution ( ) ( ( ( )))nn RWTLyyyY ∞∈= 12
21 ;,0...,,,  

for system (D). 
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Proof. Let ( )Φ→Φ L  be a continuous linear form defined on 

( ( ( )))nRWTL ∞12 ;,0  by 

( ) ( )∑ ∫ ∫
= ∑

∑φ+ρφ=Φ
n

i Q
iiii dgdtdtxfL

1
,,  (12) 

for all ( ) ( ( ( ))) ,;,0...,,, 12
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n
n RWTL ∞∈φφφ=Φ  ( )ngggg ...,,, 21=  

( ( )) .21 nW ∑∈ −  

Since (7) holds, by Lax-Milgram lemma, there exists a unique 

element ( ) ( ( ( )))nn RWTLyyyY ∞∈= 12
21 ;,0...,,,  such that 
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Hence Y is a solution of 
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this equation satisfies the Neumann condition. Multiplying both sides by 

( ) ( ( ( )))nn RWTL ∞∈φφφ=Φ 12
21 ;,0...,,,  and integrating over Q, we get 

( ( ) ( ))∑∑∫
=

∞

=

ρφ+−
n

i k Q
iik dtdytxqID

1 1

2 ,  

( )∑ ∫ ∑ ∫
= =

ρφ=ρφ−
n

ji Q

n

i Q
iiijij dtdfdtdyxh

1, 1
.  

From (13) 

( ( ) ( ))∑∑∫
=

∞

=

ρφ+−
n

i k Q
iik dtdytxqID

1 1

2 ,  

( ) ( )∑ ∫ ∫
= ∑

∑φ−Φπ=ρφ−
n

ji Q
iiijij dgYtdtdyxh

1,
.,;  
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Using Green’s formula, we obtain 

( ) ( ) .,;,;
1
∑∫ ∫
= ∑ ∑

∑φ−Φπ=∑φ
ν∂

∂
−Φπ

n

i
iii

i dgYtdyYt  

Hence 

....,,2,1 niyg i
i =∀

ν∂
∂

=
ΣΣ

 

Formulation of control problem for system (D) 

The space ( ( ))nW ∑− 21  is the space of controls. The state 

( ) ( ) ( ) ( )( ) ( ( ( )))nn RWTLuyuyuyuY ∞∈= 12
21 ;,0...,,,  of the system is 

given by the solution of 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )











≤≤∈=+=
ν∂

∂

+=













+−+

∂
∂

∞

∑

=

∞

=
∑∑

.1,,,0,,

in,

,0

11

2

niRxxyuxyuguy

QfuyxhuytxqIDt
uy

iiii
i

n

j
ijiji

k
k

i

 (14) 

The observation equation is given by ( ) ( ) ( ) ( )( )uzuzuzuZ n...,,, 21=  

( ) ( ) ( ) ( )( )....,,, 21 uyuyuyuY n==  

For a given ( ) ( ( )) ,...,,, 2
21

n
dnddd QLzzzZ ∈=  the cost function is 

given by 

( ) ( )
( )

( )( ( )) ,,
1 1

2 212∑ ∑
= =

∑−+−=
n

i

n

i
WiiQLdii nvvMzvyvJ  (15) 

where M is a positive constant. 

The control problem then is to find ( )vJinf  over a closed convex 

subset adU  of ( ( )) .21 nW ∑−  Then as in Section II, there exists a unique 

optimal control adUu ∈  such that ( ) ( )vJuJ inf=  for all .adUv ∈  

Moreover, we have 
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Theorem 4. The necessary and sufficient condition for ( ,, 21 uuu =  

) ( ( ))nn Wu ∑∈ − 21...,  to be an optimal control is that the following 

equations and inequalities are satisfied (10) and 

( )( )( ( )) ( )( ( )) 0,, 212 ≥−+− ∑∑ − nn WL uvuMuvuP  

( ) adn Uvvvv ∈=∀ ...,,, 21  (16) 

together with (14). 

Proof: As in Section II, the adjoint equation is given by 

( ) ( ) ( ) ( ) ( ) ( ) ( )∑∑
=

∞

=

−=−












+−+

∂
∂−

n

j
diijiji

k
k

i QzuyupxhuptxqIDt
up

11

2 .in,  

The optimal control ( ) ( ( ))nn Wuuuu ∑∈= − 21
21 ...,,,  is characterized 

by (see [17]) 

( ) ( ) ( )∑
=

∈=∀≥−′
n

i
adnii UvvvvuvuJ

1
21 ,...,,,0  

which is equivalent to 

( ( ) ( ) ( )) ( ) ( ) ( )∑
=

∑ ≥−+−− −

n

i
WiiiQLiidii uvuMuyvyzuy

1
,0,, 212  

this inequality can be written as 

( ( ) ( ) ( )) ( ) ( ) ( )( )∑ ∫
=

∑ ≥−+−− −∞

n

i T WiiiRLiidii uvuMdtuyvyzuy
1 ,0

,0,, 212  

from (10) 

( ) ( )
( )∑ ∫ ∑

=

∞

=




















+−+

∂
∂−

n

i T
i

k
k

i ptxqIDt
p

1 ,0 1

2 ,  

( ) ( )
( )

( ) ( ) .0,, 21
21

≥−+





−− ∑

=

−

∞
∑ Wiii

RL

n

j
iijij uvuMdtuyvyph  
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Using Green’s formula, we obtain 

( ) ( ) ( ) ( ) ( )
( )

( )∑∫ ∑ ∑
=

∞

= = ∞













−













−+−

∂
∂

n

i T
RL

ii
k

n

j
ijki dtuyvyhtxqIDtup

1 ,0 1 1

2

2
,,  

( ) ( ) ( )
( )( )∫ Γ







 −

ν∂
∂

−
T L

ii
i dtuyvyup

,0 2
,  

( ) ( ) ( )( )
( )

( ) ( )( )∫ ≥−+







ν∂
−∂

+ ∑
Γ

−
T Wiii

L

ii
i uvuMdtuyvyup

,0
.0,, 21

2
 

Using (14) 

( ( ) ) ( ) ( ) ( )( )∑ ∫
=

∑Γ ≥−+− −

n

i T WiiiLiii uvuMdtuvup
1 ,0

,0,, 212  

which is equivalent to 

( )( )( ( )) ( )( ( )) ,0,, 212 ≥−+− ∑∑ − nn WL uvuMuvuP  

therefore, we have proved. 
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