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Abstract 

The existence of at least one strong efficient decision making unit       
among the set of the supposed decision making units is studied by using 
the concept of the feasible directions. 

1. Introduction 

Data envelopment analysis is a simple, yet powerful approach in 
measuring efficiency of decision making units with multiple inputs and 
outputs. Data envelopment analysis (DEA) was originated by Charnes, 
Cooper and Rhodes in 1978, and the first model in DEA was called CCR 
([3]). The objective of DEA models is to evaluate the relative efficiency of 
a set of decision making units (DMUs) involved in a production process. 
DEA models provide efficiency scores that assess the performance of the 
different DMUs in terms of either the use of several inputs or the 
production of certain outputs (or even simultaneously). In this paper,           
we suppose that there are n decision making units (DMU) which 

( )njj ...,,1DMU =  use m inputs ( )mixij ...,,1=  to produce s outputs 
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( )....,,1 sryrj =  The following model, which evaluates ,DMUo  is known 

as “CCR fractional model” 
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0>ε  is a non-Archimedean element defined to be smaller than any 
positive real number. This means that is not a real number. In fact, 
infinitesimal non-Archimedean element ε in this model makes ru  and iv  
positive, see Charnes et al. [3] for further discussions. With following 
Charnes-Cooper’s transformations: 
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problem (1) is converted to the following problem which is easier to work: 
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 mii ...,,1, =ε−≤ν−  

 ....,,1, srr =ε−≤µ−  (2) 

Let ∗ show the optimal value. According to Charnes et al. [3], the optimal 
value of the objective function of model (2) is defined as efficiency score of 

,DMUo  see also Cooper et al. [2]. Therefore, the condition of efficiency for 

oDMU  by problem (2) is stated as follows: 
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The dual of the above problem will be as follows: 

minimize 
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in which ,−is  +
rs  and jλ  are non-negative. 

Suppose that { }0,: ≥≤= xgGxxX  is feasible region of a linear 

program in which nmRG ∗∈  and .mRg ∈  Therefore, we will have the 
following definition. 

Definition. Let .Xxo ∈  0≠d  is a feasible direction for X at point 

ox  if there exists ,0>δ  so that for any ,0 δ<ε<  .Xdxo ∈ε+  

2. The Existence of Strong Efficient Unit 

In what follows, we prove directly that at least one of the decision 
making units is efficient. 

Theorem 1. At least one of the constraints in the problem (1) will be 
as equality for optimal solution. 
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Proof. We consider oDMU  and evaluate it with fractional CCR model 
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Using Charnes-Cooper’s transformations the above problem is changed to 
the following linear programming problem: 
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 ....,,1,...,,1,0, misrir ==≥νµ  (6) 

Now, if in optimal solution none of the n constraints of the fractional 

problem obtains its high bound (means one), therefore, for ( ...,,1
∗∗ ν=x  

)∗∗∗ µµν sm ...,,, 1  the corresponding optimal solution in its equivalent linear 
programming problem, the first n inequalities will be satisfied strictly. If 
we call the matrix of corresponding coefficients for these n constraints 1A  

and the matrix of the coefficients for the last constraint ,2A  means 
[ ],0...,,,...,,2 oxxA moio=  therefore, it is clear that 0=dA2  will have 

non-zero solution. Because it is enough that the first m components for d 
are selected zero and the last s components are selected non-zero (and 

desired). We make a feasible direction in point ∗x  and we proceed in its 
length until obtaining a new point for which the amount of the objective 
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function is better than the optimal amount and then we will reach to 
contradiction. 

Since ( ) 01 <= xAxF  is continuous, so there exists 0>δ  so that 

( ) ( ) 01 <δ+=δ+ ∗∗ dxAdxF  in which d  is a non-zero solution of dA2  

.0=  If ( ) ,...,,,0...,,0 1
t

soo yyd ==0  then it is obvious that dx δ+∗  
satisfies in the last constraint of the linear programming problem because 

( ) ,12222 =+=+=δ+ ∗∗∗ 0xAdAxAdxA  so d  is a feasible direction 
for the solution space of the above linear programming problem. But the 

amount of the objective function for ( )dx δ+∗  is better than the optimal 
amount of the objective function. In fact, 

( ) ( ) ( )tsosomsoo yyyydxC δ+µδ+µνν=δ+ ∗∗∗∗ ...,,,...,,...,,,0...,,0 1111  
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in which ( )soo yyC ...,,,0...,,0 1=  is coefficients vector of the objective 

function of (6). So it is in contrast with ( )∗∗∗∗ µµνν sm ...,,,...,, 11  which is 
optimal solution of (6). This contradiction was created because we 
supposed that none of the n constraints of CCR fractional model obtains 
its own upper bound (the amount of unity). Therefore, the proof is 
complete. 

Theorem 2. At least one of the decision making units is strong 
efficient. 

Proof. It is clear from the previous theorem that in evaluating the 
arbitrary ( )oj =DMU  at least one of the fractional constraints will be 

as equality for optimal solution. It means that if ( )∗∗∗∗
sm uuvv ...,,,...,, 11  is 

the optimal solution for that k-th constraint occurs as equality, since in 
evaluating all of DMUs with CCR fractional model the space of solution 
are always the same, so in evaluating k-th DMU the amount of the 

objective function will be unity for ( )....,,,...,, 11
∗∗∗∗
sm uuvv  If ( ,...,,1

∗∗ νν m  

)∗∗ µµ s...,,1  is the corresponding solution in its equivalent linear 
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programming problem, then ∑ =
∗ =µ

s
r ror y1 .1  Therefore, according to (3) 

kDMU  is efficient, so the proof is complete. 

3. Conclusion 

Although, the discussion of the existence of at least an efficient DMU 
among a set of supposed DMUs is obvious, intuitively. However, we 
provided an alternative proof based on feasible directions. We believe that 
the discussions such as those of the current paper are fruitful to improve 
the mathematics of data envelopment analysis. 
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Appendix: The continuity of ( ) xAxF 1=  

Using a norm which is consistent with matrix norm we must prove 
that: 

00 >δ∃>ε∀  such that ( ) ( ) ε<−⇒δ<− xFxFxx  

for given ε, we will define a suitable δ hereunder, 

( ) ( ) ( ) ε<−≤−=−=− xxAxxAxAxAxFxF 1111  

means it must: 

0, 1
1

≠ε<− AAxx  

so it is enough to define .
1A
ε=δ  Therefore, ( ) xAxF 1=  is continuous. 
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