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Abstract 

Optical burst switching (OBS) can transmit bursty traffic effectively, and 
it is expected to utilize OBS in the ultra high-speed photonic networks. 
In terms of several techniques, wavelength reservation, burst assembly, 
contention resolution, and priority control have been proposed in the 
literature. Moreover, various OBS node architectures have been 
developed and the functions of OBS networks have been experimentally 
validated. Currently, OBS techniques for providing network services 
have been studied and the standardization of these techniques is in 
progress. In this paper, we show technical trends of OBS and describe 
recent activities and future topics for constructing OBS networks. 
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1. Introduction 

Wavelength division multiplexing (WDM) network is an attractive 
backbone network for the next-generation Internet. However, data traffic 
in the nextgeneration Internet is significantly bursty and such a bursty 
traffic has to be effectively transmitted in the WDM network. Photonic 
switching technology is necessary to transmit bursty traffic in the WDM 
network. 

Optical burst switching (OBS) was proposed in the late 1990s to 
transmit bulk data in the WDM network [25]. In OBS networks, an 
optical burst is assembled from multiple data packets and the optical 
burst is transmitted in optical domain. Using OBS, wavelengths are 
utilized with smaller granularity than lightpath switching. As a result, 
OBS is better adapted to bursty traffic than lightpath switching. 
Moreover, the size of an optical burst is much larger than that of an 
optical packet, and hence OBS has less stringent requirements for optical 
switch than optical packet switching. From these comparisons, OBS is 
one of the most practical switching technologies in the WDM network. 

In OBS networks, an assembled burst is transmitted with 
wavelength from its source to its destination by using a corresponding 
control packet. The control packet is transmitted from the source to the 
destination before the burst transmission. The control packet is 
converted from optical signal to electrical signal with O/E conversion at 
each node, and the control packet reserves a wavelength for the burst. 
Then the control packet is transmitted to the next node after E/O 
conversion. Thus, when the burst arrives at a node, a wavelength 
connecting between the node and the next node has already been 
reserved. Therefore, the burst is transmitted in optical domain without 
O/E/O conversion. Note that a dedicated wavelength is utilized for the 
transmission of the control packet. 

In terms of OBS, several techniques for signaling protocol, burst 
assembly, contention resolution, and priority control have been studied in 
the literature. Moreover, OBS node architectures and OBS network 
testbeds have been developed in several projects. Currently, in order to 
bridge the gap between OBS networks and the Internet, it is considered 
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to transmit TCP traffic effectively over OBS networks. The 
standardization of OBS for grid computing is also in progress. 

Thus, OBS is a promising switching technology toward the 
realization of the next-generation Internet. In this paper, in order to 
prompt the progress of OBS technology, we show an overview of OBS and 
describe recent research and development of OBS. 

The rest of the paper is organized as follows. Section 2 shows an 
overview of OBS. Section 3 describes several techniques for the 
contention resolution and the priority control. In Section 4, we present 
the development trend of OBS node, and we show current activities 
toward construction of the nextgeneration Internet with OBS in Section 
5. Finally, conclusions and future research topics for OBS are presented 
in Section 6. 

2. Overview of Optical Burst Switching 

2.1. Network configuration 

OBS network is comprised of OBS edge node and OBS core node. 
OBS edge node has functions of burst assembly/disassembly and burst 
switching, while OBS core node has a function of burst switching. 

 

Figure 1. OBS network. 

Figure 1 shows a configuration example of OBS network. As shown in 
this figure, access networks such as IP networks are connected to an OBS 
network via an OBS edge node. In the OBS network, a data packet of a 
user arrives at an edge node through access network. 
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Figure 2. Edge node architecture. 

 

Figure 3. Core node architecture. 

Figures 2 and 3 show the architectures of OBS edge node and that of 
OBS core node, respectively. The edge node consists of a routing module, 
a burst assembler, a scheduler, a control packet generator, a burst 
disassembler, and an optical switch with a control unit (see Figure 2). 
When a data packet arrives at the edge node, the data packet is 
forwarded to the burst assembler by the routing module. The burst 
assembler has each dedicated buffer for each pair of the destination node 
and the service class. The data packet is stored in a buffer according to 
its destination node and service class. For example, when the number of 
destination nodes is L, the number of service classes is M, and the 
maximum burst size is B Gbytes, the edge node is required to have at 
least BML ××  Gbytes memory. 
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A control packet is generated at the control packet generator, and the 
control packet has information about destination node, burst size, and 
the number of transmission hops of the corresponding burst. Then, the 
burst and the control packet are forwarded to the scheduler, and they are 
transmitted to the destination node according to transmission scheduling. 

When a control packet arrives at a core node, the control packet is 
forwarded to the control unit in the core node after the O/E conversion 
(see Figure 3). At the control unit, the control packet reserves a 
wavelength in the optical switch in order to transmit the burst from the 
node to the next node. Then, when the burst arrives at the node, the 
burst is transmitted to the next node with the reserved wavelength only 
in optical domain. If the control packet succeeds in the wavelength 
reservation at all nodes along its route, the burst transmission eventually 
succeeds. On the other hand, if the control packet could not reserve a 
wavelength at a node due to no available wavelength, the burst 
transmission fails and the burst is lost at the node. 

When the burst arrives at its destination edge node, the burst is 
forwarded to the burst disassembler. The burst is disassembled to 
original data packets and the original data packets are transmitted to 
their access networks. 

2.2. Burst assembly algorithm and burst transmission scheduling 

Burst assembly algorithm and burst transmission scheduling are 
utilized in the OBS edge node, and they affect performances such as the 
burst loss probability and transmission delay of OBS network 
significantly. Therefore, the burst assembly algorithm and the burst 
transmission scheduling play important roles in OBS networks. 

In terms of the burst assembly algorithm, timer-based [9], threshold-
based [38], and timer/threshold-based [44] burst assembly algorithms 
have been proposed. In the timer-based burst assembly algorithm [9], 
each buffer has a timer and timer value for a buffer is zero when there is 
no data packet in the buffer. The timer starts when the first packet 
arrives at the buffer. A burst is assembled when the timer reaches a pre-
specified timeout value. If the amount of data packets for the burst is too 
small, it is assembled with padding the null data. The timer-based burst 
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assembly algorithm provides an upper bound on delay due to the timeout 
value, and hence this algorithm can control the burst transmission delay. 
However, the burst size is affected by the packet arrival rate from access 
networks, resulting in complex network operation. In [49], Yu et al. 
reported that the distribution of burst size approaches to a Gaussian 
distribution with zero variance, i.e., constant size, when the timeout 
value becomes large. 

In the threshold-based assembly algorithm [38], a threshold is used 
in order to limit the maximum number of data packets within a burst. 
With this burst assembly, bursts with the same size are frequently 
transmitted over the OBS network, resulting in easy network operation. 
However, the first arriving packet has to wait a long time for the burst 
assembly when the packet arrival rate is small, resulting in a large 
transmission delay. 

In the timer/threshold-based burst assembly algorithm [44], which 
combines the above two algorithms, a burst is assembled when timer 
reaches the timeout value or the number of data packets reaches the 
threshold. This algorithm is not affected significantly by the packet 
arrival rate. As a result, the timer/threshold-based algorithm is most 
effective under bursty traffic environment among the three algorithms. 
In addition to the three algorithms, Long et al. [22] have proposed a 
DiffServ-based burst assembly scheme where each burst assembly time is 
adapted to the actual traffc arrival rate and the QoS requirement. Cao et 
al. [4] have proposed a burst assembly algorithm considering TCP flow 
control (for details, see Section 5). 

In terms of the burst transmission scheduling, first-come first-served 
(FCFS), priority queueing (PQ), weighted round-robin (WRR), and 
waiting time priority (WTP) schedulings have been proposed in [40]. In 
the FCFS scheduling, bursts are transmitted in their assembling order. 
In the PQ scheduling, a burst with low priority is sent to an output port 
only if there is no burst with high priority. In the WRR scheduling, each 
prioritized burst queue is served in a round-robin order and the number 
of bursts sent in each round depends on the weight assigned by the policy. 
In the WTP scheduling, a scheduler transmits the burst with the longest 
waiting time to the OBS network. 
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The authors have proposed a timer-based burst assembly with slotted 
scheduling which combines a round-robin burst assembly and a slotted 
burst transmission scheduling in [29]. In [30], this method was modeled 
as a Geo, M/M/c/c queueing model with two independent arrival streams, 
and performance measures such as the burst loss probability and 
throughput were explicitly derived. Numerical results showed that the 
proposed method is more effective than the timer-based burst assembly 
with random scheduling. 

2.3. Signaling protocol 

Wavelength reservation processing of a control packet is classified 
into oneway reservation and two-way reservation. In the one-way 
reservation, after a control packet is transmitted from its source edge 
node, a corresponding burst is transmitted regardless of failure or success 
of its wavelength reservation before the arrival of an ACK packet. Here, 
the time interval between the sending epoch of the control packet and 
that of the burst is called the offset time, and the offset time ∆ is given by 

δ⋅=∆ H  when the number of hops is H and the processing time of a 
control packet at a node is δ (see Figure 4(a)). 

On the other hand, in the two-way reservation, a burst is transmitted 
after the source edge node receives an ACK packet of the wavelength 
reservation. As a result, the burst transmission never fails. From the 
comparison of the two reservation techniques, the transmission delay in 
the one-way reservation is smaller than that in the two-way reservation. 
However, the reliability of the burst transmission in the two-way 
reservation is higher than that in the one-way reservation. Therefore, the 
one-way reservation is effective for the ultra-fast data transmission while 
the two-way reservation is effective for the reliable data transmission. 

Table 1 shows the comparison of signaling protocols in terms of 
reliability, transmission delay, wavelength utilization, and 
implementation. The one-way reservation is classified into delayed 
reservation and immediate reservation according to wavelength 
reservation processing. Moreover, according to the difference of 
wavelength release processing, the one-way reservation is classified into 
estimated release and explicit release. 
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Table 1. Comparison of signaling protocol 

 Protocol Reliability Delay Utilization Implement 

Delayed reservation  JET [25] (Void) Poor Good Excellent Unacceptable 

with Estimated release Horizon [36] Poor Good Good Poor 

Delayed reservation  Poor Good Fair Poor 

with Explicit release      

Immediate reservation  Poor Good Fair Fair 

with Estimated release      

Immediate reservation  JIT [43] Poor Good Poor Good 

with Explicit release      

Two-way reservation  WR-OBS [8] Good Poor Poor Fair 

with Estimated release      

Two-way reservation  GMPLS-based [18] Good Poor Poor Good 

with Explicit release  ACK     

 

 

Figure 4. Wavelength reservation and release processes. 
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Figures 4(a), (b), (c) and (d) show the delayed reservation, the 
immediate reservation, the estimated release, and the explicit release, 
respectively. In the delayed reservation, a control packet called SETUP 
message is utilized. When a SETUP message arrives at a core node, it 
reserves a wavelength considering the estimated arrival time of a 
corresponding burst as shown in Figure 4(a). More specifically, the 
wavelength reservation is processed so that the wavelength becomes 
available just before the arrival epoch of the burst. Note that SETUP 
message is required to store information about the offset time in order to 
estimate the arrival time of the burst. On the other hand, in the 
immediate reservation, the SETUP message performs the wavelength 
reservation process so that the wavelength becomes available 
immediately regardless of the arrival time of the burst. 

In the estimated release, the SETUP message also performs the 
wavelength release. More specifically, the wavelength release is 
processed so that the wavelength is released just after the burst 
transmission, considering the burst transmission time. Note that SETUP 
message is required to store information about the offset time and burst 
size. In the explicit release, another control packet called RELEASE 
message is utilized in order to release the reserved wavelength. The 
RELEASE message is transmitted from its source node just after the 
burst transmission. When the RELEASE message arrives at a core node, 
it releases the reserved wavelength immediately because the burst 
transmission has already finished. From Table 1 and Figure 4, it is clear 
that the delayed reservation with estimated release is most effective for 
wavelength utilization while the immediate reservation with explicit 
release is most effective for implementation. 

Moreover, Teng and Rouskas [34] have compared the performances of 
Just-Enough-Time (JET) protocol [25], Horizon protocol [36], and Just-In-
Time (JIT) protocol [43] on one link. Numerical results showed that the 
burst loss probability for the JIT protocol is the largest when the burst 
size is small, as expected. However, as the burst size becomes large, the 
performances of the three protocols become almost the same. From Table 
1 and the results in [34], we find that the immediate reservation with 
explicit release such as the JIT protocol is most effective due to easy 
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implementation when the burst size is large, i.e., the switching overhead 
for optical switch is small [20, 33, 40]. 

3. Congestion Resolution and Priority Control 

3.1. Congestion resolution 

As shown in the subsection 2.3, when the one-way reservation is 
utilized, a burst is transmitted regardless of failure or success of the 
wavelength reservation, resulting in a large burst loss probability. 
Therefore, contention resolution is effective for the one-way reservation 
in order to decrease the burst loss probability. 

Contention resolution can be performed in the wavelength domain, 
time domain, and space domain. In the wavelength domain, contention 
resolution is performed by wavelength conversion technology [5], while in 
the time domain, fiber delay line (FDL) is used [13]. Moreover, in the 
time domain, deflection routing is utilized [41]. Yao et al. [45, 46] have 
compared the performances of the three resolution techniques, and they 
have reported that the burst loss probability is affected by the network 
topology and routing protocol when FDL or deflection routing is used. 
The effectiveness of FDL and deflection routing is limited, and hence 
wavelength conversion is most effective. 

In addition, Wang et al. [42] have proposed prioritized wavelength 
allocation (PWA) where each source edge node performs contention 
resolution, and Kim et al. [17] have proposed intentional burst drop 
scheme where bursts are dropped intentionally at each core node for 
decreasing network load. 

3.2. Priority control 

In OBS networks, it is expected that the following data transmission 
services are provided for users. 

• Service with multiple quality classes. 

• Service whose quality is not affected by the number of transmission 
hops. 
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In order to provide these services, several priority control techniques 
have been proposed in the literature. 

Table 2. Priority control technique 

Protocol  Service class Number of hops 

Delayed 

Reservation 

(JET) 

Burst segmentation [38], 

Extra-offset [47], 

Deflection routing [39], 

OCBS [28], Preemption [3] 

Preemption [3], Offset increase [16], 

Last-hop preemption [37], 

Extended OCBS [15] 

Delayed 

Reservation 

(Horizon) 

Burst segmentation [38], 

Extra-offset [47], 

Deflection routing [39], 

OCBS [6], Preemption [3] 

Preemption [3], Offset increase [16], 

Last-hop preemption [37], 

Extended OCBS [15] 

Immediate 

Reservation 

(JIT) 

Deflection routing [39], 

Preemption [3] 

Preemption [3], 

Last-hop preemption [37], 

BJIT [52], PRED [52] 

Two-way 

reservation 

Preemption [3] Parallel reservation [24] 

Table 2 shows priority control techniques which can be utilized in 
each signaling protocol. In this table, a larger number of techniques can 
be utilized in the delayed reservation than in the immediate reservation. 
This is because in the immediate reservation, a wavelength is reserved 
just after the arrival of a SETUP message and complex priority control 
cannot be utilized. However, as shown in the subsection 2.3, the 
immediate reservation is much effective in OBS network. Therefore, the 
authors have proposed a new priority control technique for the immediate 
reservation called burst-cluster transmission [31]. 

In the burst-cluster transmission, a burst cluster is generated from 
multiple bursts with different service classes so that the bursts in the 
cluster are arranged in order from the lowest priority to the highest one. 
Then, with multiple SETUP messages, the burst-cluster is transmitted so 
that the transmission of low-priority burst in a cluster precedes high-
priority one in the same cluster. A rear burst in a burst cluster can use 
the wavelength which was reserved for a forehand burst in the burst 
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cluster. Therefore, the wavelength reservation for the rear burst succeeds 
with a higher probability than the forehand burst. As a result, the loss 
probability of the rear burst becomes smaller than that of the forehand 
burst. Moreover, this method can decrease total wavelength reservation 
time. Therefore, with the burst-cluster transmission, multiple service 
classes are provided for users with a small overall burst loss probability. 

They have also extended the burst-cluster transmission so that a 
burst-cluster is generated from multiple bursts with different number of 
hops [32]. With this extended burst-cluster transmission, the service 
quality is not affected by the number of transmission hops and the 
overall burst loss probability decreases. 

4. Development Trends of OBS Node 

Sun et al. have developed the OBS edge node which can provide 
multiple service classes [28]. The OBS edge node has a function of PWA 
[42]. In the edge node, three-level FIFO buffer and two-level switch are 
equipped in order to perform routing, burst assembly with multiple 
classes, and scheduling based on PWA. The maximum burst size is set to 
be 15 kbytes. They have also developed the OBS core node which has a 

1616 ×  non-blocking PLC switch [28]. The switching speed is 3 ms and 
the insertion loss is smaller than eight db. 

Masetti et al. have developed the OBS edge node where data 
throughput is 10 Gbits/s and the maximum throughput is 160Gbits/s [23]. 
The edge node has multiple FIFO buffers, and an optical burst with each 
service class is assembled at each buffer, providing multiple service 
classes. In the experiment, bursts whose size is about 1.1 kbytes have 
been assembled. Moreover, they have developed the OBS core node where 
throughput is 640 Gbits/s (the number of wavelengths and the number of 
multiplexed wavelengths are eight, and the transmission speed of each 
wavelength is 10Gbits/s) and the maximum throughput is 2.5Tbps [23]. 
This core node utilizes a broadcast-and-select SOA optical switch. 

The OBS edge node which consists of a routing module, a burst 
assembler, and a scheduler has been developed by Guo et al. [12]. In this 
edge node, multiple service classes can be provided according to a 
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timer/threshold-based burst assembly algorithm. In the experiment, the 
timeout value and the threshold was set to 1 ms and 90 kbytes, 
respectively. Moreover, the OBS core node with a 3232 ×  optical switch 
has also been developed. In the core node, the switching speed is smaller 
than 100 ns and the maximum processing time of a control packet is 
smaller than .s10µ  

JumpStart project [1] has developed the OBS edge node which can 
support 40Gbits/s data rate [2]. This project has also developed the OBS 
core node with a non-blocking all-optical SOA switch ( ),88or44 ××  
and the switching speed of this switch is several tens ns. 

5. Current Activities toward Network Service Provisioning in 
OBS Networks 

As shown in the previous sections, several researches and 
developments for OBS networks have been performed. Some network 
experiments have verified the practicality of OBS networks. Currently, it 
is expected to transmit TCP traffic effectively over OBS networks 
because most of Internet traffic is TCP traffic. However, some factors 
such as the burst assembly algorithm, burst loss behavior, and burst size 
significantly affect TCP throughput [7, 11]. 

Cao et al. [4] have proposed a burst assembly algorithm based on 
TCP congestion control. In the assembly algorithm, a timer-based burst 
assembly is used and the timeout value for each timer is computed based 
on retransmission timeout (RTO), round-trip time (RTT), the number of 
multiplexed wavelengths, and the average burst size. Shihada et al. [26] 
have proposed an additive-increase multiplicative-decrease (AIMD) 
algorithm for OBS called Burst AIMD (BAIMD), and Zhang et al. [51] 
have proposed a new burst retransmission scheme in order to increase 
TCP throughput. Moreover, Yu et al. [50] have proposed a new TCP 
called Burst TCP (BTCP) where fast retransmission phase is entered 
when timeout occurs due to a burst loss. In order to transmit self-similar 
traffic effectively, optical flooding cluster switch (OFCS) has been 
proposed by extending OBS [14]. With these schemes, the effective 
transmission of TCP traffic over OBS networks is expected. 
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In addition, the provisioning of network services such as Grid 
computing [27, 35], HDTV [2], FTP service [21], live video chat service 
[28], and video on demand [21, 28] has been studied through 
experimental OBS networks. Among these network services, grid 
computing is one of the most promising and attractive services. 
Currently, the standardization of OBS for the construction of grid 
computing environment is in progress by a working group in Global Grid 
Forum (GGF) [27]. 

 

Figure 5. OBS network for Grid computing. 

Figure 5 shows an OBS network for providing the grid computing 
service [19]. In the OBS network, an optical burst is generated from a 
grid job whose size is several Mbytes. The optical burst is transmitted to 
a grid cluster and the grid job is processed at the grid cluster. 

As shown in Figure 5, an intelligent OBS router which has a network 
processor is utilized as an OBS core node. The network processor 
performs grid service discovery/selection in addition to the processing of 
control packets. When a control packet arrives at the intelligent OBS 
route, the router finds suitable resources for a corresponding burst, i.e., a 
grid job. The burst is transmitted to the grid cluster with the selected 
resources by using the control packet. 



RECENT RESEARCH AND DEVELOPMENT IN OPTICAL … 147 

In general, in the OBS network for grid computing, destination node 
is unknown in advance. Therefore, the burst transmission is somewhat 
different from the conventional burst transmission, and hence further 
researches are necessary. 

6. Conclusions and Future Research Topics 

In this paper, we showed the overview of OBS and described the 
recent trends of research and development for OBS networks. 

In terms of future research topics, as shown in the previous section, 
the transmission of TCP traffic is an important issue in OBS networks. 
Several schemes have been studied in the literature. However, these 
researches are still insufficient for the transmission of TCP traffic 
because service differentiation and fairness control mechanism for TCP 
flow have not been fully considered. Therefore, priority control schemes 
should be extended for TCP traffic. In addition, in order to increase TCP 
throughput in OBS networks, further extensions for signaling protocol, 
burst assembly, and burst transmission scheduling are required. 

The provisioning of grid computing service is also an important issue. 
As denoted in the previous section, the burst transmission for the grid 
computing is different from that for the conventional OBS. This is 
because a source edge node does not know its destination edge node and 
the destination edge node is selected at a core node. Therefore, new offset 
time determination algorithms and routing protocols should be studied. 
Effective grid service discovery/selection algorithms are also required. In 
addition, new contention resolution and priority control techniques 
should be studied in order to transmit a large number of grid jobs (burst) 
effectively. Because multicast and anycast services are important for the 
deployment of interactive and distributed applications, the further study 
of multicast and anycast burst transmissions is important. 

In terms of the development of OBS node, the functions of the burst 
assembly and the wavelength reservation/release should be enhanced. 
Network experiments are still necessary in order to investigate the 
effectiveness and ineffectiveness of OBS in real network environment. 
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