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Abstract 

The bivariate generalization of the hypergeometric function type I 
distribution is defined by the probability density function proportional to 

( ) ( ),1;;,1 21121
21

1
2

1
1

21 xxFxxxx −−γβα−− −γ−ν−ν  ,01 >x  ,02 >x  

,121 <+ xx  where ,, 21 νν  α, β and γ are suitably chosen constants and 

12 F  is the Gauss hypergeometric function. In this article, we study 
several properties of this distribution and derive density functions of 

,21 XX  ( ),211 XXX +  21 XX +  and .21XX  

1. Introduction 

The random variable X is said to have a hypergeometric function             

type I distribution, denoted as ( ),,,,~ γβανIHX  if its p.d.f. is given by 
(Gupta and Nagar [1], Nagar and Alvarez [4]) 

( ) ( )
( ) ( ) ( ) ( ) ( ),1;;,1 12

11 xFxx −γβα−
β−α−ν+γΓνΓγΓ
β−ν+γΓα−ν+γΓ −γ−ν  (1) 
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where ,10 << x  ,0>ν  ,0>γ  β+α>ν+γ  and 12F  is the Gauss 
hypergeometric function (Luke [2]). The hypergeometric function type I 
distribution occurs as the distribution of the product of two independent 
beta variables (Gupta and Nagar [1], Pham-Gia and Turkkan [6], Nagar 
and Alvarez [4]). For ,γ=α  the density (1) reduces to a beta type I 
density given by 

( )
( ) ( ) ( ) ,10,1 11 <<−

β−νΓγΓ
β−ν+γΓ −γ−β−ν xxx  

and for ,γ=β  the hypergeometric function type I density slides to 

( )
( ) ( ) ( ) .10,1 11 <<−

α−νΓγΓ
α−ν+γΓ −γ−α−ν xxx  

Further, for 0=α  or 0=β  the hypergeometric function type I density 
simplifies to a beta type I density with parameters ν and γ. 

Recently, Nagar and Alvarez [4, 5] have studied several properties 
and stochastic representations of the hypergeometric function type I 
distribution. They have also derived the density function of the product of 
two independent random variables having hypergeometric function type I 
distribution. 

The bivariate generalization of the hypergeometric function type I 

distribution, denoted by ( ) ( ),,,;,~, 2121 γβαννIHXX  is defined by the 
density 

( ) ( ) ( ),1;;,1,,;, 2112
1

21
1

2
1

121 21 xxFxxxxC −−γβα−−γβανν −γ−ν−ν  (2) 

where 1,0,0 2121 <+>> xxxx  and ( )γβανν ,,;, 21C  is the normalizing 
constant. From (2), the constant ( )γβανν ,,;, 21C  is derived as 

( ){ } ( )∫ ∫
− −γ−ν−ν− −−=γβανν

1

0

1

0
1

21
1

2
1

1
1

21
1

21 1,,;,
x

xxxxC  

( ) 122112 dd1;;, xxxxF −−γβα  

( ) ( )
( ) ( )∫ −γ−ν+ν −

ν+νΓ
νΓνΓ

=
1

0
11

21
21 121 xx  

( ) ,d1;;,12 xxF −γβα  (3) 
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where the last line has been obtained by substituting xxy 1=  and 

21 xxx +=  with the Jacobian ( ) xxyxxJ =→ ,, 21  and integrating y. 
Now, evaluating the above integral and simplifying the resulting 
expression using (A.3) and (A.5), we obtain 

( ) ( ) ( )
( ) ( ) ( ) ( ) ,,,;,

2121
2121

21 β−α−γ+ν+νΓγΓνΓνΓ
β−γ+ν+νΓα−γ+ν+νΓ

=γβαννC  

where ,01 >ν  ,02 >ν  0>γ  and .21 β+α>γ+ν+ν  

For 0=α  or ,0=β  the density (2) slides to a Dirichlet type I density 

with parameters ,1ν  2ν  and γ. In Bayesian analysis the Dirichlet 
distribution is used as a conjugate prior distribution for the parameters of 
a multinomial distribution. However, the Dirichlet family is not 
sufficiently rich in scope to represent many important distributional 
assumptions, because the Dirichlet distribution has few number of 
parameters. The bivariate distribution given by the density (2) is a 
generalization of the Dirichlet distribution with added number of 
parameters. 

It can also be observed that bivariate generalization of the 
hypergeometric function type I distribution defined by the density (2) 
belongs to the Liouville family of distributions proposed by Marshall and 
Olkin [3] and Sivazlian [7]. 

In this article, in Section 2 and Section 3, we show that if ( ) ~, 21 XX  

( ),,,;, 21 γβαννIH  then ( )γ+νβαν 211 ,,,~ IHX  and ( ,,~ 22 ανIHX  

)., 1 γ+νβ  Further, ( ),,,,~ 2121 γβαν+ν+ IHXX  which is independent 

of ( ) ( )21211 ,~ νν+ IBXXX  and ( ).,~ 2121 ννIIBXX  We also derive 

the density of the product .21XXY =  Finally, in the Appendix, we give 
some well known results and definitions that are used in this article. 

2. Properties 

In this section we study several properties of the bivariate 
distribution defined in Section 1. We first derive marginal and conditional 
distributions. 
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Theorem 2.1. If ( ) ( ),,,;,~, 2121 γβαννIHXX  then ( αν ,~ 11
IHX  

)γ+νβ 2,  and ( ).,,,~ 122 γ+νβανIHX  

Proof. By integrating 2x  in (2), we get the marginal p.d.f. of 1X  as 

( ) ( )∫
− −γ−ν−ν −−γβανν

1
21

1

0
1

21
1

2
1

121 1,,;,
x

xxxxC  

( ) 22112 d1;;, xxxF −−γβα  

( ) ( ) 1
1

1
121 21 1,,;, −γ+ν−ν −γβανν= xxC  

( ) ( ) ( )( )∫ −−γβα−× −γ−ν1

0
112

11 ,d11;;,12 zzxFzz  

where we have used the substitution ( ).1 12 xxz −=  Now, the desired 
result is obtained by using (A.3). 

Using the above theorem, the conditional density function of 1X  

given 022 >= xX  is obtained as 

( )
( ) ( )

( )
( )

( )
( ) ,1;;,

1;;,
1

1
2112
2112

1
2

1
21

1
1

1
1

1

1

xF
xxF

x
xxx

−γ+νβα
−−γβα

−

−−
γΓνΓ

ν+γΓ
−ν+γ

−γ−ν

 

where .10 21 xx −<<  Further, using (2) and (3), the joint ( )sr, -th 
moment is obtained as 

( ) ( ) ∫ ∫
− −+ν−+νγβανν=

1

0

1

0
1

2
1

12121
1 21,,;,E

x srsr xxCXX  

( ) ( ) 122112
1

21 dd1;;,1 xxxxFxx −−γβα−−× −γ  

( )
( )γβα+ν+ν

γβανν
= ,,;,

,,;,
21
21

srC
C  

( ) ( )
( ) ( ) ( )β−α−γ+ν+νΓνΓνΓ

β−γ+ν+νΓα−γ+ν+νΓ
=

2121
2121  

( ) ( ) ( )
( ) ( ) ,

2121
2121

β−++γ+ν+νΓα−++γ+ν+νΓ
β−α−++γ+ν+νΓ+νΓ+νΓ

× srsr
srsr  
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where .,0,0,0 2121 β+α>++γ+ν+ν>γ>ν>ν sr  Now, substituting 
appropriately, we obtain 

( ) ( )
( ) ( ) ,E

β−γ+να−γ+ν
β−α−γ+νν

= i
iX  

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ,11

11E 2
+β−γ+νβ−γ+ν+α−γ+να−γ+ν

+β−α−γ+νβ−α−γ+ν+νν
= ii

iX  

( ) ( ) ( )
( ) ( ) ( ) ( ) ,11

1E 21
21 +β−γ+νβ−γ+ν+α−γ+να−γ+ν

+β−α−γ+νβ−α−γ+ννν
=XX  

( ) ( )
( ) ( )β−γ+να−γ+ν

β−α−γ+νν
= i

iXVar  

( ) ( )
( ) ( )

( )
( ) ( ) ,11

11






β−γ+να−γ+ν
β−α−γ+νν

−
+β−γ+ν+α−γ+ν

+β−α−γ+ν+ν
× ii  

and 

( ) ( )
( ) ( )22

21
21,Cov

β−γ+να−γ+ν

β−α−γ+ννν
=XX  

( ) ( )[ ]
( ) ( ) ,11

1
+β−γ+ν+α−γ+ν

αβ++β−α−γ+νβ−α−γ+ν−
×  

where .21 ν=ν+ν  

In the next theorem we derive the bivariate generalization of the 
hypergeometric function type I distribution using independent beta and 
Dirichlet variables. 

Theorem 2.2. Let ( ) ( )dccDUU I ;,~, 2121  and ( )baBZ I ,~  be 

independent. Then ( ) ( ).,,;,~, 212121 dbadccbccHZUZU I +−++  

Proof. The joint density of Z and ( )21, UU  is given by 

( ) ( ) ,11 111
21

1
2

1
1

21 −−−−− −−− badcc zzuuuKu  (4) 

where ,10 << z  ,01 >u  ,02 >u  121 <+ uu  and 

( ) ( )
( ) ( ) ( ) ( ) ( ) .

21
21

badcc
badccK

ΓΓΓΓΓ
+Γ++Γ

=  
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Transforming 2,1, == iZUX ii  with the Jacobian ( )zxxzuuJ ,,,, 2121 →  
2−= z  in (4) and integrating out z, we get the marginal density of 

( )21, XX  as 

( ) ( )∫ + −++

−−
−− −−−1 11

211
2

1
1

21 21
21 ,d1

xx adcc

bd
cc

z
zzxxzxKx  (5) 

where .1,0,0 2121 <+>> xxxx  Now, substituting ( ) ( )2111 xxzv −−−=  
with the Jacobian ( ) 211 xxvzJ −−=→  in (5), we obtain 

( ) ( )
( )[ ]∫ −++

−−
−+−−

−−−

−−−
1

0 21

11
1

21
1

2
1

1 .
11

d11
21

21
adcc

db
dbcc

vxx
vvvxxxKx  

Finally, evaluation of the above integral using (A.4) yields the desired 
result. 

Corollary 2.2.1. Let ( )baBZ I ,~  and ( ) ( )dccDUU I ;,~, 2121  be 

independent. Then ( ) ( )( ) ( ,,;,~1,1 212121 bdccaccHUZUZ I −++−−  

).da +  Further, ( ) ( )dbccDZUZU I +;,~, 2121  if dcca ++= 21  and 

( ) ( )( ) ( )daccDUZUZ I +−− ;,~1,1 2121  if .21 dccb ++=  

Corollary 2.2.2. Let ( )baBV II ,~  and ( ) ( )dccDUU I ;,~, 2121  be 

independent. Then ( ) ( )( ) ( ++++ 212121 ,;,~1,1 ccbccHVVUVVU I  

)dbad +− ,  and ( ) ( )( ) ( ,,;,~1,1 212121 bdccaccHVUVU I −++++  

).da +  Further, ( ) ( )( ) ( )dbccDVVUVVU I +++ ;,~1,1 2121  if += 1ca  

dc +2  and ( ) ( )( ) ( )daccDVUVU I +++ ;,~1,1 2121  if .21 dccb ++=  

3. Distributions of Sum and Quotients 

It is well known that if ( ) ( ),;,~, 32121 νννIDXX  then 21 XX        
and ( )211 XXX +  are independent of .21 XX +  Further, ~21 XX  

( ) ( ) ( )2121121 ,~,, νν+νν III BXXXB  and ( ).,~ 32121 νν+ν+ IBXX  
In this section we derive similar results when 1X  and 2X  have the 
bivariate hypergeometric function type I distribution. 
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Theorem 3.1. Let ( ) ( ).,,;,~, 2121 γβαννIHXX  Then ( )211 XXXZ +=  

and 21 XXS +=  are independent, ( )21,~ ννIBZ  and ( ,,~ 21 αν+νIHS  
)., γβ  

Proof. Transforming ( )211 XXXZ +=  and 21 XXS +=  with the 
Jacobian ( ) sszxxJ =→ ,, 21  in (2), we obtain the joint p.d.f. of Z and S 
as 

( ) ( ) ( ) ( ),1;;,11,,;, 12
1111

21 2121 sFsszzC −γβα−−γβανν −γ−ν+ν−ν−ν  

where 10 << z  and .10 << s  Now, from the above factorization it is 

clear that Z and S are independent, ( )21,~ ννIBZ  and ( ,~ 21 ν+νIHS  
).,, γβα  

Corollary 3.1.1. Let ( ) ( ).,,;,~, 2121 γβαννIHXX  Then 21 XX  and 

21 XX +  are independent. Further, ( ).,~ 2121 ννIIBXX  

Theorem 3.2. If ( ) ( ),,,;,~, 2121 γβαννIHXX  then the p.d.f. of 

21XXY =  is given by 

( ) ( )
( )

( )
( ) 12

2

21 411
41

212
,,;, 211

1
21

ν−γ+ν

−γ−ν

−γ+ν−ν −+

−

+γΓ

γΓγβαννπ

y
yyC  

( ) ( )
( )∑

∞

=








−+

−

+γ

βα
×

0 411
41

!221k

k

k
k

kk
y

y
k

 

.4
10,

411
412;22;, 1212 <<








−+
−+γ+γ+ν−ν+γ× y

y
ykkkF  

Proof. Making the transformation 21XXY =  with the Jacobian 

( ) 1
1121 ,, −=→ xyxxxJ  in (2), we obtain the joint density of 1X  and Y 

as 

( ) ( ) ,;;,,,;,
1

1
2
1

12
1

1
1

2
1

1
21

12

2










 −+−
γβα

−+−
γβανν

ν−γ+ν

−γ−ν

x
yxxF

x
yxxyC  (6) 
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where qxp << 1  with 

2
411,2

411 yqyp −+=−−=  

and .410 << y  Now, integrating 1x  in (6), we obtain the marginal 

density of Y as 

( ) ( ) ( )[ ]∫ ν−γ+ν

−γ
−ν −−

γβανν
q

p x
xqpxyC
12

2

1

1
111

21 ,,;,  

( ) ( )
1

1
11

12 d;;, xx
xqpxF 






 −−

γβα×  

( ) ( ) ( )
( )[ ]∫ ν−γ+ν

−γ−γ

ν−γ+ν

−γ−ν

−−

−−γβανν=
1

0

11121
21 1212

2

11
1,,;,

qpt
tt

q
pqyC  

( ) ( )
( )[ ] ,d11

1;;,
2

12 tqptq
pqttF 










−−
−−

γβα×  

where we have used the substitution ( ) ( ).1 pqxqt −−=  Now, expanding 

12F  in series form, integrating t using (A.4) and simplifying the resulting 

expression, we get the desired result. 

Appendix 

The Pochammer symbol ( )na  is defined by ( ) ( ) ( naaaa n ++= 1  

) ( ) ( )11 1 −+=− − naa n  for ...,,2,1=n  and ( ) .10 =a  The generalized 

hypergeometric function of scalar argument is defined by 

( )
( ) ( )
( ) ( )∑

∞

=

=
0 1

1
11 ,!;...,,;...,,

k

k

kqk

kpk
qpqp k

z
bb
aa

zbbaaF  (A.1) 

where ;...,,1, piai =  qjbj ...,,1, =  are complex numbers with suitable 

restrictions and z is a complex variable. Conditions for the convergence of 
the series in (A.1) are available in the literature, see Luke [2]. From (A.1) 
it is easy to see that 



… HYPERGEOMETRIC FUNCTION TYPE I DISTRIBUTION 105 

( )
( ) ( )
( )∑

∞

=

<=
0

12 .1,!;;,
k

k

k
kk zk

z
c

ba
zcbaF  (A.2) 

Also, under suitable conditions, we have (Luke [2, Eq. 3.6(10)]) 

( ) ( )∫ −β−α −
1

0
11

11 d;...,,;...,,1 zzybbaaFzz qpqp  

( ) ( )
( ) ( ).;,...,,;,...,, 1111 ybbaaF qpqp β+αα

β+αΓ
βΓαΓ

= ++  (A.3) 

The integral representation of the Gauss hypergeometric function is 
given as 

( ) ( )
( ) ( ) ( ) ( )∫ −−−− −−

−ΓΓ
Γ=

1

0
11

12 ,d11;;, tztttaca
czcbaF baca  

( ) ( ) ( ) ,1arg,0ReRe π<−>> zac  (A.4) 

respectively. Note that, the series expansion for 12F  given in (A.2) can be 

obtained by expanding ( ) ,1,1 <− − ztzt b  in (A.4) and integrating t. 
Substituting 1=z  in (A.4) and integrating, we obtain 

( ) ( ) ( )
( ) ( ) ( ) ,0Re,1;;,12 >−−

−Γ−Γ
−−ΓΓ

= bacbcac
bacccbaF  (A.5) 

where ....,2,1,0 −−≠c  For properties and further results on these 
functions the reader is referred to Luke [2]. 

Finally, we define the beta type I, beta type II and Dirichlet 
distributions. 

Definition A.1. The random variable X is said to have a beta type I 

distribution with parameters ( ) ,0,0,, >> baba  denoted as ( ),,~ baBX I  
if its p.d.f. is given by 

( ){ } ( ) ,10,1, 111 <<− −−− xxxbaB ba  

where ( )baB ,  is the beta function given by 

( ) ( ) ( ) ( ){ } ., 1−+ΓΓΓ= bababaB  
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Definition A.2. The random variable X is said to have a beta type II 

distribution with parameters ( ),, ba  denoted as ( ) ,0,0,,~ >> babaBX II  
if its p.d.f. is given by 

( ){ } ( ) ( ) .0,1, 11 >+ +−−− xxxbaB baa  

The bivariate generalization of the beta type I density is defined by 

( )
( ) ( ) ( ) ( ) ,1 1

21
1

2
1

1321
321 321 −ν−ν−ν −−
νΓνΓνΓ
ν+ν+νΓ xxxx  

,1,0,0 2121 <+>> xxxx  (A.6) 

where .3,2,1,0 =>ν ii  This distribution has been considered by several 
authors and is well known in the scientific literature as the Dirichlet 

(type I) distribution. We will write ( ) ( )32121 ;,~, νννIDXX  if the joint 

density of 1X  and 2X  is given by (A.6). 

The matrix variate generalizations of the beta type I, beta type II and 
Dirichlet distributions have been defined and studied extensively. For 
example, see Gupta and Nagar [1]. 
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