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Abstract 

While solving Multiple Sequence Alignment (MSA) problems, Dynamic 

Programming (DP) is a commonly-used approach. It is simple and 

effective. However, when the number of sequences is large, multiple 

dimensional DP often suffers from large storage and computational 

complexities. Traditionally, progressive pairwise DP is employed for 

MSA. It can be expected that such an approach also suffers from      local 

optimal problems. In our previous work, a hybrid algorithm by 

combining the pairwise DP with the particle swarm optimization        

(PSO) techniques to overcome the above drawbacks is proposed. The 

experimental results show promising performance of that algorithm. In 

this paper, we further propose to consider a random sequence order in 

aligning pairwise DP progressively. Again, the PSO is employed to avoid 

the result of alignment being trapped into local optima. From our 

experiments, it can be found that the proposed algorithm indeed has 

excellent performance. 
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I. Introduction 

In molecular biology, biological sequences are sometimes checked by 
aligning sequences with each other vertically to show possible similarities 

or differences among these sequences. The similarities (or commonalties) 
may reveal evolutionary history and are clues about common biological 

functions of the sequences. This process is often referred to as the 
Multiple Sequence Alignment (MSA). MSA may also be employed to 
construct evolutionary trees from DNA sequences and for analyzing the 

structures to help in designing new proteins. Generally speaking, MSA is 
to find an alignment of multiple sequences with the highest score based 

on a given scoring criterion among sequences. It can be expected that 
multiple sequence alignment is a combinatorial problem with exponential 

time complexity and there is no good approach that can solve it efficiently 
[9]. 

While solving Multiple Sequence Alignment (MSA) problems, 
Dynamic Programming (DP) is a commonly-used approach [15]. It is 
simple and effective. DP converts the original problem to a problem of 
searching for the shortest path in a weighted directed acyclic                        
k-dimensional graph. Unfortunately, such an approach is notorious for its 
large consumption of processing time because DP methods with the sum-
of-pairs score have been proven to be an NP-complete problem [21]. As a 
consequence, most of practical multiple sequence alignment algorithms 
are based on heuristics and usually produce quasi-optimal alignment. 
Several MSA algorithms have also been reported in the literature [4, 13, 
17, 18, 26, 29]. A great majority is to consider the “progressive approach” 
proposed in [6] or its variation [25]. This approach has the great 
advantages of speed and simplicity. On the other hand, the main 
disadvantage is the “local alignment” problem, which stems from the 
greedy nature of the algorithm. Another kind of approach is to use an 
extension of DP for simultaneously aligning multiple sequences, such as 
the Carrillo-Lipman algorithm [2], MSA [11], DCA [22, 23]. In general, 
these algorithms often have higher quality solutions than those of 
progressive approaches. However, they have drawbacks of complexity in 
running time and in memory requirements. Thus, they can only be 
applied to problems with a limited number of sequences (probably fewer 
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than 10). Another class of approaches used for solving MSA is iterative 
and stochastic kind of approaches. These approaches include simulated 
annealing (SA) [14], genetic algorithms (GA) [7, 16, 19, 30] and 
evolutionary programming (EP) [3, 12, 27]. However, the GA and EP 
methods introduced so far still suffer from long running time and may not 
have good search performance. It is because they all start from a random 
initialization of candidate alignments and therefore spend a lot of time to 
gradually improve the solutions before reaching a solution near optimal. 

In our previous work [8], a hybrid search algorithm referred to as 

MDPPSO, which combines random pairwise DP and particle swarm 

optimization (PSO) is proposed for finding solutions for MSA. In that 

approach, PSO is an improver for a progressive pairwise DP. That 

approach basically is a pairwise DP based approach and we propose to 

employ PSO to resolve the local optimum problem. The MDPPSO is an 

efficient method, but in the initial phase, it needs to calculate all possible 

pairs’ scores. It will generate much computational burden. Thus, in this 

paper, we propose a new approach referred to as Random Progressive 

Pairwise Dynamic Programming with Particle Swarm Optimization 

(RPPDPPSO). In our study, several data sets of Clusters of Orthologous 

Groups (COGs) [24] of proteins are used as examples to demonstrate that 

our approach is superior to the most widely used multiple sequence 

alignment approach ClustalW. 

II. Dynamic Programming 

In this section, the idea of pairwise dynamic programming is briefly 

introduced. In our study, the PSO techniques will be embedded into DP to 

avoid local optima. The related PSO issues will be introduced in the next 

section. The first use of the Dynamic Programming approach for the 

alignment of biological sequences was reported in [15]. For a number of 

useful alignment-scoring schemes, this method is guaranteed to produce 

an alignment of two given sequences with the highest possible score. 

There are four steps in a complete DP algorithm, the initialization, step, 

the Matrix filling step, the Backtracking matrix constructing step and the 

Alignment obtaining step. The detailed description can be found in [8]. 
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The procedure of DP for finding the maximum score is shown in 

Algorithm I, where ( )jiF ,  is the maximum score at position ( ),, ji  

( )−σ ,ias  denotes a score for a gap in sequence as  at position i, and 

( )jbs,−σ  denotes a score for a gap in sequence bs  at position j. The 

backtracking step is to determine the actual alignment that results in the 

maximum score. The procedure for constructing the backtracking matrix 

is described in Algorithm II. The Alignment obtaining step is to obtain 

the best sequence alignment from the backtracking matrix. A detailed 

example can be found in [8]. 

III. Incorporating PSO with DP 

Particle swarm theory was first proposed in [5, 10]. Since then, many 
researchers have employed the theory into the so-called particle swarm 
optimization (PSO) technique and then apply this technique to 
widespread areas [1, 20, 28]. PSO is a population based heuristic search 
technique in which each particle represents a potential solution within 
the search space and will be characterized by its positions, its velocity 
and a record of its past individual and global best performance. A 
modified PSO is 

( ) ( ) ( ) ( ),21
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id

Old
gd

Old
id

Old
id

Old
id

New
id xPRandcxPrandcvwv −∗∗+−∗∗+∗=  (1) 
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where w plays the role of balancing the global search and local search, 
which can be a positive constant or even a positive linear or nonlinear 
function of time. It is noted that the result of using Eq. (1) to update 
velocity idv  is not an integer value. To cope with this problem, Eq. (1) is 

modified as follows: 
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where { }round  is the round-off operation. Particle positions thereby can 

be updated by Eq. (2). In our implementation of PSO for MSA, each 
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particle in the problem space represents a string of gap positions =X  
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xxxxxxxxx  where ,ijx  for inj ≤≤1  and 

mi ≤≤1  is the location of a gap existing in sequence i. Here, m is the 

number of sequences and in  is the number of gaps for sequence i. in  is 

obtained as ,ii lLn −=  where il  is the length of the i-th original 

sequence and L is the length of sequences used in the algorithm and is 
determined in the pairwise DP process. 

Pairwise DP has a drawback of “once a gap always a gap.” If such a 
gap is improper for the global alignment, it is impossible to modify it in 

the later DP process. In that case, when more sequences are added into 
the process, the result obtained will be more far away from the optimal 

alignment. As mentioned previously, DP for simultaneously aligning 
multiple sequences has an advantage of resulting in high quality 

solutions. But, it suffers from large storage and computational 
complexities, when the number of sequences is large. In fact, we have 

proposed an approach MDPPSO for solving MSA [8]. It should be noticed 
that DP is not an initialization mechanism for PSO. In our opinion, a 

search using an approach of employing DP as an initialization 
mechanism for PSO may easily be trapped into local optima. In fact, in 
[12], the author has also used ClustralW as an initialization mechanism 

for evolutionary programming and the results are not good owing to the 
local optimum problem. The MDPPSO is an efficient method, but this 

approach in the initial phase must calculate all possible pairs’ scores. If 

there      are n sequences to be aligned, then there are 
( )

2
1−nn

 possible 

pairs. To compute all those possible pairs’ scores will need lots of 

computational time. Thus, in this paper, we propose to use randomly 
selected pairwise DP in the algorithm. The proposed algorithm is referred 

to as Random Progressive Pairwise Dynamic Programming with Particle 
Swarm Optimization (RPPDPPSO). The proposed algorithm is shown in 

Algorithm III. 

IV. Experiments and Discussion 

In this section, the COG data sets are considered and the obtained 
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results are reported. Table 1 shows all related informations for those data 

sets. The simulation platform is implemented in MATLAB R11 language, 

the operating system is Windows XP, with Norton System Works 2003. 

The processor is Intel Pentium®4 2.5G and the main memory size is 

256M. The scoring scheme used is the BLOSUM62 scoring matrix for 

protein sequences. A pair of gaps with any alphabet gives score –4. A gap 

to gap pair gives a score of 0. In the process of PSO, the number of 

particles is 5. The iteration number is 1000. The inertial weight w in the 

PSO algorithm is set as a random value in the range [ ].1,0  Parameters 

1C  and 2C  are sets 2 and 2, respectively. For the parameters used in 

PSO, most of them are heuristically selected. In fact, in our study, we 

simply use a commonly used value and the results are acceptable. 

There are many tools being used for MSA. The first category like 

ClustalW, is to find alignments in a fast way, but the resultant 

alignments may not be the best solutions. The other category is to employ 

some optimization search algorithms, such as genetic algorithms, to 

search for the possibly best alignment. However, this kind of approach 

may suffer from inefficiency. The proposed approach is compared to those 

two kinds of approaches. The first one is ClustalW, which is one of the 

most widely used multiple sequence alignment systems. As mentioned 

earlier, ClustalW is a progressive approach. The other one is the method 

proposed in [12]. The method is a stochastic and iterative approach and 

has been shown to have good search performance. The performance 

comparisons are shown in Table 2. For smoothing out the randomness of 

the algorithm, 10 runs of alignment are independently conducted for each 

data set. The maximum score, the average score and the standard 

deviation of scores for RPPDPPSO are listed in Table 3. For comparison, 

the results of using MDPPSO are also included in Table 3. From the 

results, it can be found that even though MDPPSO has used the order of 

pairs’ scores, the best results are mostly worse than that of using 

RPPDPPSO. It can be concluded that the order of pair’s scores may not be 

a good choice. By using random orders, although the deviation is large 

and the average may not be good, the approach provide a chance to find 

the best solution. The running times of the cases obtaining the best result 
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and the average running time are also listed in Table 4. Notice that 

“M.C.” denotes the numbers of match columns. Finally, the comparison       

of RPPDPPSO with MDPPSO for running time of the best result          

and average are shown in Table 5. From those results, it can be clearly 

seen that the proposed approach in general is better than the other           

two approaches. The running time is much shorter than those shown      

in [12] and [8], especially when the number of sequences is large. The 

ClustalW simulation platform is obtained from the web site 

http://www.ebi.ac.uk/Tools/clustalw/index.html#, in which alignment 

result is performed by using default parameters. The experimental 

results show that RPPDPPSO has better performance. 

V. Conclusions 

In this paper, an approach of combining modified dynamic 
programming and particle swarm optimization was proposed for multiple 
sequence alignment problems. Our previous approach has already 
proposed this idea. In that approach, when implementing progressive DP, 
the order of pairs’ scores is used. Such an approach may require much 
computational burden. Besides, such a progressive order may not also be a 
good choice. Thus, in this paper, we proposed to use a randomly selected 
order of pairs of sequences. The experimental results reveal that the 
proposed approach is indeed promising. 
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Table 1. List of datasets 

ID 
Number of 
Sequences 

Average Length of Sequences 
(min, max) 

COG2178 3 211 (196, 222) 
COG1983 4 118 (65, 158) 
COG1603 4 222 (199, 245) 
COG2157 4 72 (57, 78) 
COG1476 5 71 (66, 79) 
COG2097 6 96 (81, 113) 
COG1510 6 170 (152,185) 
COG1761 6 105 (85, 142) 
COG0219 9 158 (151, 166) 
COG2003 9 206 (148, 243) 
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Table 2. The comparison with ClustalW, the best result in [12] and the 

best result in MDPPSO for COG datasets 

RPPDPPSO 
Best Result 

ClustalW Result 
The Best Result 

in [12] 
The Best Result 

in MDPPSO ID 
Score M.C. Score M.C. Score M.C. Score M.C. 

COG2178 654 44 384 41 653 44 654 44 
COG1983 –361 13 –659 11 –323 15 –351 14 
COG1603 680 17 149 10 624 16 639 16 
COG2157 610 18 499 12 608 18 610 18 
COG1476 1677 22 1657 22 1668 21 1674 22 
COG2097 2040 12 1781 12 1993 12 1998 12 
COG1510 2240 8 1650 4 2157 6 2205 6 
COG1761 485 9 –144 7 43 6 423 9 
COG0219 10306 26 9734 24 10358 25 10204 25 
COG2003 6865 23 5152 18 6442 19 6656 22 

Table 3. The comparison with MDPPSO for the maximum, the average 

and the standard deviation of scores 

RPPDPPSO MDPPSO 
ID Max. 

Score 
Average 

Score 
Standard 
Deviation 

Max. 
Score 

Average 
Score 

Standard 
Deviation 

COG2178 654 623.4 31.0 654 647 4.8 

COG1983 –361 –379.7 26.3 –351 –361.3 3.9 

COG1603 680 636.2 35.8 639 630.1 6.6 

COG2157 610 595.2 10.7 610 609.5 0.5 

COG1476 1677 1665.5 13.1 1674 1674 0.0 

COG2097 2040 1967.5 51.0 1998 1976 15.5 

COG1510 2240 2052.4 108.6 2205 2168.1 16.2 

COG1761 485 307.6 196.5 423 418.5 2.8 

COG0219 10306 10085.0 185.9 10204 10073.7 75.5 

COG2003 6865 6562.0 201.2 6656 6586 53.6 
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Table 4. Running time of the best result and the average running time 

for COG datasets 

ID Running time of the best result 
(sec.) 

Average running time (sec.) 

COG2178 2097 2206.2 
COG1983 3386 3528.3 
COG1603 5944 6092.0 
COG2157 1470 1549.8 
COG1476 3019 2969.4 
COG2097 7792 7995.4 
COG1510 15122 14451.1 
COG1761 10171 10013.7 
COG0219 38504 40392.7 

COG2003 65651 64838.4 

Table 5. The comparison with MDPPSO for running time of the best 

result and average 

MDPPSO RPPDPPSO 

ID Running time of 
the best result 

(sec.) 

Average running 
time (sec.) 

Running time of 
the best result 

(sec.) 

Average running 
time (sec.) 

COG2178 2097 2206.2 2127 2322.0 
COG1983 3386 3528.3 4856 4196.1 
COG1603 5944 6092 4605 6551.9 
COG2157 1470 1549.8 1279 1455.7 
COG1476 3019 2969.4 1922 2076.2 
COG2097 7792 7995.4 4471 6105.5 
COG1510 15122 14451.1 12453 11493.3 
COG1761 10171 10013.7 6263 7531.6 
COG0219 38504 40392.7 15153 25860.1 
COG2003 65651 64838.4 46459 36200.2 
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Algorithm I. Dynamic programming for global alignment 

Aligning sequences as  and bs  of length m and n, respectively, with 

linear gap penalty. Begin 

Initialization 
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Algorithm II. Backtrack matrix construct 

Aligning sequences as  and bs  of length m and n, respectively, with 

linear gap penalty. 

begin 

for 1:=i  to n do 

for 1:=j  to m do 

Up_Value ( )jiF ,1−=  

Left_Value ( )1, −= jiF  

Up_Left_Value ( )1,1 −−= jiF  

if ( )ibj
a ss =:  do 

( ) =ji,BM  ‘∗’ 

else 

if (Left_Value>= U_Value) do 

if (Left_Value+gap_penalty>=Up_Left_Value+Mismatch) do 

fill ( )ji,BM  with ‘−’ 

else 

fill ( )ji,BM  with ‘∗’ 

end 

else 

if (Up_Value+gap_penalty>=Up_Left_Value+Mismatch) do 

fill ( )ji,BM  with ‘#’ 

else 

fill ( )ji,BM  with ‘∗’ 

end 

end 

end 

end 

end 

end 
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Algorithm III. RPPDPPSO 

Align multiple sequences nSSS ...,,, 21  with BLOSUM62 scoring 

matrix scheme. 

// Combine modified progressive dynamic programming with PSO to align 
multiple 

// sequences in random pair order. Suppose aS  is selected as row 

sequence and  

// bS  is the column sequence. 

begin 

To generate a random integer permutation [ ]npppp ...321  

// { } nnii pppnp ≠≠≠∈= 21...,,2,1, ,...,,2,1  

Select 
1pS  as row sequence aS  

for 2:=i  to n do 

Select 
ipS  as column sequence bS  

Align ( )ba SS ,  using modified DP 

Improving the result of alignment for sequences pair ( )ba SS ,  

using PSO 

Remove all full spaces column  

Replace aS  with the results of improvement 

end 

Output result of multiple sequence alignment 

end 


