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Abstract

Characterizations of a family of distributions with location and scale
parameters are given. These characterizations can be used as
transformations in the procedure to construct an EDF (empirical
distribution function) goodness-of-fit test for this family.

1. Introduction

Let {f(x; 0): 0 = (0, ..., 0;,) € ®} be a given family of distributions,

and let Xy, ..., X,,, n >k, be a given random sample. To construct an

EDF (empirical distribution function) goodness-of-fit test for checking

whether a density f(x; 0) of the above family of distributions fits well to
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the given sample, we construct a transformation Y; = hj(Xl, s Xp),
j =1, .., n—k such that the joint density g(y;, ..., ¥,-%) of Y1, ..., Y,_p,

does not depend on the parameter 0. This transformation defines a

characterization that X7, ..., X,, are i.i.d. according to f(x; 0) if and only
if Y, ..., Y,,_;, are jointly distributed according to g(y;, ..., ¥, ). Then by
Rosenblatt [7], this is equivalent to U; = Fy, (Y;), Uy = Fy, |y, (Y2), -,
Uj =Fy; iy, v; 1Y) oo U = Fy, w0y, g Ynep)  are idd.
according to a uniform distribution over the interval (0,1). To test
whether X7, ..., X,, are i.i.d. according to f(x; 6) amounts to testing the
equivalent hypothesis that Uy, ..., U,,_;, are i.i.d. according to a uniform
distribution over the interval (0, 1). In this case the null hypothesis is

simple and an EDF goodness-of-fit test can be used (see D’Agostino and
Stephens [1]).

The two principal families of models which play important role in the
theory of statistical inference are exponential family and group family. In
group family, the most popular family is the location-scale family of
distributions. Let Fjy be a specified distribution. The location family of

distributions defined by Fj is the family Fy(x — p), —o < u < o. The
scale family of distributions defined by Fj is the family Fy(x/c), ¢ > 0,
and the family of distributions Fy((x — p)/c), —o < p < o, ¢ > 0, is the
location-scale family of distributions defined by Fy. If Fy has a density
fo, then fy(x —p), (1/o)fy(x/c), (1/o)fo((x — n)/c) are the densities of

these families, respectively (Lehmann and Casella [5]). The purpose of
this paper is to find characterizations that can be used in the procedure to
fit a family of distributions with location and scale parameters defined by

a given distribution Fj to a given set of data using an EDF goodness-of-fit

test. A transformation for location families of distributions and for scale
families of distributions over the set of positive real numbers was given
by Kotlarski [3]. He also gave transformations for normal distributions to
independent Student’s ¢ distributions.

In this paper, first the results of Kotlarski are used to determine the
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population density of a random sample X, ..., X,, based on the joint
density of Y7, ..., Y,,_;. In some cases a close form for the joint density of
Y], ..., Y, _p is difficult if not impossible to be obtained such as in the case
the density f; of F, is a function of absolute values of x;, i =1, ..., n.
One example of this case is a random sample Xj, ..., X,, from a Laplace

distribution with location and scale parameters. To study these cases we
propose modifications for the results of Kotlarski’s to the results related
to the joint density of some type of order statistics, then apply these
results to the case of Laplace distribution with location and scale
parameters. Nguyen et al. [6] use this technique to study the case of
Laplace distribution with location and scale parameters. If a random
variable X has the density f(x), then the density function of | X | is

g(x) = f(x)+ f(-x) for all x > 0. Conversely, if | X | has the density
g(x), x >0, then X has the density f(x) = g(|x|h(x)) for all x, where
h(x) > 0 with A(x) + h(-x) = 1.

2. Characterizations of a Location Family of Distributions

The following result of Kotlarski [3] plays an important role in our
study. It characterizes scale families of distributions defined by

distributions on the set of positive real numbers.

Lemma 2.1. Let U, Uy, ..., U,,, n > 2, be independent positive random

Ul _ Un
U—O, ceey ZI’L = UO

of In Z1, ..., In Z,, does not vanish, then the joint distribution of Zy, ..., Z,,

variables. Denote Z; = . If the joint characteristic function

determines all the distributions of Uy, Uy, ..., U,, up to a change of scale.

This result of Kotlarski can be paraphrased under an alternative
form. Under this form it characterizes a location family of distributions

defined by a distribution F;; with a non-vanishing characteristic function.

Let Uy, Uy, ..., U,,, n =2, be independent random variables. Denote
Y, =U; -Uy, ..., Y, =U, —U,. If the joint characteristic function of

Y, ..., Y, does not vanish, then the joint distribution of Y, .., Y,
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determines all the distributions of Uy, Uy, ..., U, up to a change of

location.

Note that in Lemma 2.1 the condition that the joint characteristic
function of Z, ..., Z, is Hj:1 ¢j(tj)¢0(_z]':1tjj’ where ¢;(t;) is the

characteristic function of In U I Jj =0, ..., n, does not vanish is equivalent
to the condition that the characteristic function of each Y;,j=0,..,n-1
does not vanish (see Corollary 2.1).

Let X, ..., X,,, n > 3, be a random sample from a location family of
distributions with the density fy(x — n), where —o < p < o and f; is a

specified density. By a transformation technique, the joint density of
Y1 = X1 _XI’L’ veey Yn—l = Xn—l _XI’L is

Fret s Ot ) = [ T ooy + 9o,

—0 < Yy ey Vpo1 < O 2.1)

The result of Corollary 2.1 below is directly obtained from the
paraphrased form of Lemma 2.1.

Corollary 2.1. Let Xy, ..., X,,, n >3, be a random sample from a
density f(x) with a non-vanishing characteristic function, and let fy be a

given density with a non-vanishing characteristic function. Further, let
Yi=X1-X,, ... Y,1 = X,,.1 - X,,. Then Xy, ..., X,, are i.i.d. from the

density fo(x —p) for some —o < u < «, if and only if the joint density of
Yi, ..., Y, 1 is given by (2.1).

Lemma 2.2. If Xy, ..., X,, are continuous random variables with
a joint density f(xq, ..., x,) interchangeable in xi, ..., x, and if Y]} =
X(1)s - Yo = X(n) are the corresponding order statistics of Xi, ..., X,
then the joint distribution of Xi, ..., X,, is determined if and only if the

joint distribution of Yy, ..., Y,, is given.

Proof. From the exchangeability of the joint density of X, ..., X,
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they are identically distributed, then if the joint density of X7, ..., X, is
f(x1, ooy X)), —%0 < Xq, ..., X, <o, by a transformation technique, the
joint density of Yi, .., Y, is n!f(y1, ..., ¥p), -0 <y <<y, <o
Therefore the joint density of Xj, ..., X,, is completely determined if and
only if the joint density of Y7, ..., Y,, is given.

Combining the results of Corollary 2.1 and Lemma 2.2, the following
result is obtained.

Theorem 2.1. Let Xi, ..., X,,, n >3 be a random sample from a
continuous distribution with a density f(x) and with a non-vanishing
characteristic function, and let f; be the density of a given continuous
distribution with a non-vanishing characteristic function. Further, let
i = X1 - Xy ooy Yoo = X0 - X, Wi =Yq), oy Wy = Y1) Then
Xi, ..., X,, are i.i.d. according to the density fy(x — ) for some —o < p

< o if and only if the joint density of Wy, ..., W,,_1 is

i Wy @, s ) = =D [ T folas + 0)fo(w)d,

—00 < w1 < e < Wy 1 < 00, (22)

Proof. If X7, ..., X,, are i.i.d. according to fy(x), then the joint density
of Yq, ..., Y,,_; is given by (2.1) and is exchangeable in y, ..., y,_1. The

conclusion of this corollary then follows by Lemma 2.2 and Corollary 2.1.
3. A Scale Family Defined by a Symmetric Distribution

Let Xj, .., X,, n>3 be a random sample from the density
(/o) fo(x/c). Assume that P(X; =0)=0, and In|X;| has a non-

vanishing characteristic function, j = 1, ..., n. Their joint density is

n
XXy @15 o 50) = @) [T /o), —oo <y <o <y < o0

(3.1)
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Let Z; = %, vy L1 = % Then the joint density of Z;, ..., Z,,_; is

n n
@© n-1 _
17,2, 1 (215 w0 Zn1) = J_w szl folzjw) fow)| u | du,

—0 < 27, vy By < O (3.2)

Hence, the distribution given by (3.2) has a non-vanishing joint

characteristic function. From (3.2), the joint density of | Z; | = || Xl || N
n
X |
Zy | = [ o]
f‘Zl ‘,...,‘ Zyq ‘ (Zl, ceey anl) = Zal,...,an_l fle-on—l (61121, () anflznfl)’
21y ey 21 > O. (3.3)
The summation in (3.3) is taken over all values of a; =£1, j=
1, .., n—1. Hence, the joint density function of Z, ..., Z,_; uniquely
determines the joint density of | Z |, ...,|Z,_;|. The following result
gives a way to determine the common distribution of Xj, ..., X,, if the
joint distribution of Zy, ..., Z,_; is given. Since Z; = —- = —L, the two

Xn _Xn
densities fy(x) and f(—x) give the same joint distribution to Z1, ..., Z,_;.
In general it is not expected that the common distribution of Xj, ..., X,

1s determined uniquely up to a change of scale.

Theorem 3.1. Let Xi,.., X,, n =3, be iid. according to a
distribution F with density f(x) and with no mass point at zero, and let
Fy be a distribution with density f, symmetric about zero, with no mass

point at zero, and if X is distributed according to F, then In| X | has a

el S _

X, 1=1,..,n-1. Then
f(x) = (/o) fo(x/o) if and only if the joint density of Zi, ..., Z,_ is given
by (3.2).

non-vanishing characteristic function. Let Z; =
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Proof. If X;, ..., X,, are i.i.d. according to the density (1/c)fy(x/c),
then the joint density of Zj = Xj/Xn, Jj=1,.. n-1 1s given by (3.2).
Conversely, if the joint density of Zi, ..., Z,,_; is given by (3.2), then the
joint distribution of | Z; |, ..., | Z,_; | is given by (3.3). Hence, the common
density of |Xj |, ..,|X,_1| is uniquely identified by the result of
Kotlarski (Lemma 2.1). This common density is (1/6)(fy(x/c) + fo(-x/c))
= (2/0)fy(x/c) for x > 0. Hence, the common density of X, ..., X,, must
be of the form (2/6)fy(x/c)h(x/c), where h(x)+ h(-x) =1, for - < x
< o. Since the joint density of Zi, ..., Z,,_; is given by (3.2), the density
of Z; is given by

[ hlewfo@)ulde = 4f " fylem) foheuhe)]| uldu. @4

For x, = -1, since h(w) + h(-u) = 1, (3.4) can be written as
[ R+ h-up? uldu = 4] " h-uh)]ulde. 65
Expand and simplify (3.5),
j_i fo@)? | (h(w) - A(-w))?du = 0. (3.6)

Therefore h(x) = h(-x) =1/2, and X, ..., X,, are i.i.d. according to the
density 1/cfy(x/c).

Combining the results of Lemma 2.2 and Theorem 3.1 the following
result is obtained.

Corollary 3.1. Let Xi, .., X,, n >3, be iid. according to a
distribution F with density f(x) and with no mass point at zero, and let
Fy be a distribution with density f, symmetric about zero with no mass
point at zero, and if X is distributed according to F, then In| X | has a

Xi
X, ’

non-vanishing characteristic function. Let Z; = 1=1,..,n-1, and
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let W, = Z(i): i=1,.. n-1, betheorder statisticsof Z;, i =1, ..., n —1.
Then F(x)= Fy(x/c), that is, with density éfo(x/c) if and only if the

Jjoint density of Wy, ..., W,,_1 is

«© n-1 -1
fwy,ow, @15 ey wpy) = (n = 1) _[_w Hi=1 folwi) fo)| u " du,
—0 < Wy < < Wy < 0. (3.7
4. A Location-scale Family Defined by a Symmetric Distribution

Let Xi, ..., X,,, n = 6, bei.i.d. according to a continuous distribution

with density (1/c)fy((x — n)/c), where - <pu <o, 6 >0, and Z; =

X, - X, X, 5 X . .
— T ., Z, 9 =-2"2_"" Then the joint density of Zi, ...,
Xn—l - Xn n-z Xn—l - Xn !
Zn_z iS

17,7, 5 (215 s Zn_2)

B J.io .[io H:lzf()(zju + ) folu + x)fo ()| u|"~*dxdu,

-0 <2y << Zpog <0 4.1)

Assume that (4.1) has a non-vanishing characteristic function. The
question to be asked here is: If the joint density of Zi, ..., Z,,_9 is given

by (4.1), then does it imply that Xj, ..., X,, are ii.d. according to a
distribution with density (1/c)fy((x — n)/c)? If fy(x) is not a symmetric
density about zero, then the two densities fy(-x) and fy(x) are different,
but they determine the same joint density of Zi, ..., Z,,_9 given by (4.1).

Hence, assume that f; is a symmetric density.

Theorem 4.1. Let X1, ..., X,,, n 2 6, be i.i.d. according to a continuous
symmetric distribution F with density f, and let F, be a given distribution

symmetric about zero with density f,. For Y, Yy i.i.d. according to Fy,
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assume that In|Y) - Yy | has a non-vanishing characteristic function.
Then X;, ..., X, are i.i.d. with density (1/c)fy((x — n)/o) if and only if the
X;-X,

————, j=1,..,n-2 is given by (4.1).
Xn—l - Xn

joint distribution of Z; =

Proof. Assume that Xy, ..., X,,, n > 6, are ii.d. according to the
distribution Fy((x — p)/c) about the point p with the density
(1/0)fo((x — n)/c). As noted above, the joint density of Zi, ..., Z,_g is
given by (2.10), and the joint distribution of Z, ..., Z,,_5 does not depend
on the location parameter p and the scale parameter c of X;, j =1, ..., n.

Then without loss of generality, assume that u = 0, and ¢ = 1.

Conversely, given that Xj, .., X, are 1iid. according to the

distribution F symmetric about zero with the density f, and if the joint

density of Zi, ..., Z,,_9 is given by (4.1), we determine the common

distribution of Xj, ..., X,,. Assume that ¢z 7 (s, ..., s,_9) is the

joint characteristic function of Z;, ..., Z,,_9, then

¢Z1,.,.,Zn_2 (317 3 Sn—2)

© [ n— i 2 x/u)s;
= J: J: Hj=12¢(sj/u)e 2121( /1) ]fo(u + %) fo (x)dud, 4.2)

where ¢(s) is the characteristic function of F. Since the joint density of
2y, ..., Z,,_9 1s known and is given by (4.1), assume that the characteristic
function of this distribution is H(sj, ..., S,,_9). The joint characteristic

X, - X Xa - X
function of W, = —L"22 _ 7 7, W,=-—58_""4 _ 7. _7
17 X,,-X, L2 27X, -X, 3 74

is H(s;, —$;, 83, —S3, 0, ..., 0) and is obtained by letting sy = —s,
s4 = —s3, and the other s; =0 in the given joint characteristic
function H(sy, ..., ,_9) of Zi, ..., Z,_o. Hence, the joint distribution

X -Xy 4 X3 - Xy

of ———=— —_—
Xn—l - Xn Xn—l - Xn

is known and since X; — Xy, X3 - X4,
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X, 1 — X, areiid. with a symmetric distribution and In| X; — X5 | has

a non-vanishing characteristic function, by Theorem 3.1, the distribution

of X; — Xy, is uniquely determined and with a real valued characteristic
function M(s). Since the common distribution of X7, ..., X,, is symmetric
about zero, the characteristic function of this distribution is a real valued

quantity A(s) and then the characteristic function of X; — Xy is A2(s)

= M(s). Hence, A(s)=+/M(s) is uniquely determined. Therefore the
common density of Xj, ..., X, is (1/0)fy((x — n)/o).

Corollary 4.1. Let Xy, .., X,, n>6, be i.id. according to a
continuous symmetric distribution F with density f, and let Fy be a given
distribution symmetric about zero with density fy. For Y, Yy i.id.
according to Fy, assume that In|Y; =Yy | has a non-vanishing

characteristic function. Then X, .., X, are iid. with density

%fo ((x — p)/o) if and only if the joint density of Wy, ..., W,_o is

fwy, . w,_o W1, vy o)

—(n-2) j“; j“; H:ffo(w e+ 0 folu + %) fo ()| " 2dudx,
-0 < Wy < < Wy_g < 0O (4.3)
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