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Abstract 

An explicit numerical integration method is further developed. The 
method is based on the relationship that m-step Adams-Moulton  
method is linear convex combination of the ( )1−m -step Adams-Moulton 
and m-step Adams-Bashforth method with a fixed weighting coefficients. 
A general form is used to evaluate the recurrence expressions using the 
different number of previous mesh points. The analytical upper bound of 
modified predictor-corrector method is given in the closed form. The 
expressed order of convergence is now .2+m  The explicit numerical 
algorithm is given for modified 3-step predictor-corrector method. Some 
numerical examples, for the different kind of problems, first- and second-
order nonlinear initial value problems, are used to demonstrate the 
efficiency and the accuracy of the proposed numerical method. The 
calculated numerical solutions show superiority of presented modified 
predictor-corrector method to the standard Adams-Bashforth-Moulton 
predictor-corrector method. 

1. Introduction 

According to the great advance in modern computer technology, 
computational mechanics has been applied for modelling almost all 
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physical problems. Numerical methods are used to solve many problems 
in modern engineering and computational mechanics. Nonlinear 
differential equations are often used to describe and prepare for solving 
the most practical engineering problems. Analytical solutions of those 
equations are usually very complicated, and rarely we can find solutions 
in the closed form, what directly leads to necessary numerical integration 
methods. Predictor-corrector method is commonly used multi-step 
integration method to solve nonlinear ordinary differential equations. 
Modified predictor-corrector method as convex linear combination of 
predicted and corrected values calculated with traditional Adams-
Bashforth-Moulton predictor-corrector method is given in [1]. 

In this paper, modified predictor-corrector method is applied on first- 
and second-order ordinary differential equations and systems of ordinary 
differential equations. The proposed method gives superior solution with 
little more computational effort at the each step of calculation what is 
shown on some numerical examples. Some first results of this 
investigation are proposed in [3]. 

2. Predictor-corrector Method 

The expressions for traditional Adams-Bashforth-Moulton m-step 
predictor-corrector method are as follows, for predictor step 
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where h is mesh size and 
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The introduced back difference operators ( )i
k xf∇  are defined with 

recurrence relation as 

( ) ( ) ( ),1−−=∇ iii xfxfxf  (4) 
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or by proposition given in [1] 
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The predicted value, ,py  gives first approximation of needed function 

at next mesh point. With corrector step, ,cy  better approximated value is 
recalculated. 

3. Modified Predictor-corrector Method 

A modified predictor-corrector method is introduced with idea to 
improve the numerical solution evaluated by standard predictor-corrector 
method. An expression for modified predictor-corrector method as convex 

linear combination of predicted, ,py  and corrected, ,cy  values calculated 
with traditional Adams-Bashforth-Moulton predictor-corrector method is 
taken from [1] 
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where the weighting coefficients and the coefficients of convex linear 
combination are given as follows: 
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4. Order of the Convergence of Modified 
Predictor-corrector Method 

The errors for predictor and corrector steps are respectively 
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where [ ].,, 1+∈ζµ iiii xx  According to the definition of modified 
predictor-corrector algorithm, we can derive the error of modified 
predictor-corrector numerical solution 
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where [ ]1, +∈ξ iii xx  and fmM ,1+  is a maximum of ( )1+m -th derivative 

on [ ]., 1+ii xx  

Calculated upper error bound shows that modified predictor-corrector 
algorithm has one order higher accuracy than standard predictor-
corrector algorithm. 

5. Application of Modified Predictor-corrector Method on 
Standard Adams-Bashforth-Moulton Predictor-corrector Method 

The most involved multistep predictor-corrector method in numerical 
integration of nonlinear ordinary differential equations is standard 
Adams-Bashforth-Moulton predictor-corrector method. The expressions 
for numerical calculation of predicted, ,1

p
iy +  and corrected, ,1

c
iy +  values 

are given in standard form 

( ),937595524 3211 −−−+ −+−+= iiiii
p
i ffffhyy  (14) 

( ),519924 2111 −−++ +−++= iii
p

ii
c
i ffffhyy  (15) 
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according point. 

With weighting coefficients, taken from Chiou and Wu [1], the 
expression for modified predictor-corrector value, ,1

m
iy +  is given as 
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Analytical upper bound of the error for the given modified solution is 
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6. Application of Modified Predictor-corrector Method on Second-
Order Equations and System of Ordinary Differential Equations 

For second-order differential equations, which could be written as 

( ) ,0,,, =′′′ yyyxF  (18) 

and associated initial conditions 

( ) ( ) ,, 0000 yxyyxy ′=′=  (19) 

we have to introduce new variable, denoted p, and defined as 

,yp ′=  (20) 

with its initial condition 

.00 yp ′=  (21) 

Then, we have the system of first-order ordinary differential equations 

( ),,, pyxgp =′  (22) 

py =′  (23) 

with associated initial conditions 

( ) ( ) ., 00000 ypxpyxy ′===  (24) 

The predicted and corrected values for each variable are now expressed 
with applied formerly mentioned expressions, for predicted values 
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values for each variable could be easily expressed in following form: 
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7. Numerical Examples 

Numerical examples are calculated for different kind of problems, 
first-order nonlinear differential equation, second-order differential 
equation and system of ordinary differential equations. The starting 
values in all examples are evaluated by using standard RK4 method. 

First example is taken as the verification model for calculated error 
bounds for modified predictor-corrector method. The first order 
differential equation is taken with its associated initial condition 

( ) .10,0 ==−′ yey x  (31) 

Analytical solution of this problem is easy to find as 
( ) .exy =  (32) 

Numerical solutions are calculated by standard Adams-Bashforth-
Moulton predictor-corrector method and modified predictor-corrector 
method with different integration step size. The evaluated numerical 
solutions are compared with calculated analytical bound of numerical 
error. The results are expressed in Table 1. 

As second example, first-order nonlinear differential equation is 
taken with its associated initial condition 

( ) .1ln0,0 e
eyeey xyx +==+−′ −  (33) 

Analytical solution of this problem is taken from [3] 

( ) [ ( )].1ln
xeexy −+=  (34) 

Numerical solutions are calculated by standard Adams-Bashforth-
Moulton predictor-corrector method and modified predictor-corrector 
method with different integration step size. The evaluated results are 
given in Table 2. 
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As third example, second-order differential equation is taken with its 
associated initial conditions 

0=−′′ yy  

( ) ( ) .10,10 −=′= yy  (35) 

Analytical solution can be easily found as follows: 

( ) .xexy −=  (36) 

Numerical solutions are calculated by standard Adams-Bashforth-
Moulton predictor-corrector method and modified predictor-corrector 
method with different integration step size. The evaluated results are 
given in Table 3. 

Forth example is the system of ordinary differential equations 

0=+′ yxt  

0=+′ xyt  (37) 

with associated initial conditions 

( ) ( ) .01,21 == yx  (38) 

Analytical solution of this system of equations is taken from [3] as 

( ) ( ) .1,1 22

t
ttyt
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Numerical solutions are again calculated by standard Adams-
Bashforth-Moulton predictor-corrector method and modified predictor- 
corrector method with different integration step size. The evaluated 
results are given in Table 4. 

8. Conclusions 

The modified predictor-corrector method is applied as numerical 
integration method for different kind of problems. It has been shown good 
quality of solution with relatively small modification and just a little 
increased computational effort. Numerical examples for nonlinear first-
order differential equations, second-order differential equations and 
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system of differential equations has been used to show accuracy of the 
presented numerical integration method. The rate of convergence of 
modified predictor-corrector method is one order higher than rate of 
convergence of standard predictor-corrector method. 
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Table 1. Numerical results for the given problem (31) at 1=x  

absolute error error upper bound 

 p.c. m.p.c  

2.0=h  51028.3 −⋅  61067.4 −⋅  51013.2 −⋅  

1.0=h  61035.3 −⋅  71039.2 −⋅  71067.6 −⋅  

05.0=h  71047.2 −⋅  91093.8 −⋅  81008.2 −⋅  

 

Table 2. Numerical results for the given problem (33) 

error, % 

20=N  40=N  

 p.c. m.p.c. p.c. m.p.c. 

( )1y  31036.0 −⋅  41009.1 −⋅  51084.1 −⋅  61013.3 −⋅  

( )2y  0.592 0.3987 21015.1 −⋅  31065.5 −⋅  
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Table 3. Numerical results for the given problem (35) 

error, % 

 20=N  40=N  

 p.c. m.p.c. p.c. m.p.c. 

( )2y  61048.7 −⋅   61086.1 −⋅  71099.3 −⋅  81074.5 −⋅  

( )4y  41084.3 −⋅  41057.1 −⋅  51066.1 −⋅  61036.4 −⋅  

Table 4. Numerical results for the given problem (37) 

error, % 

 20=N  40=N  

 p.c. m.p.c. p.c. m.p.c. 

( )2x  41074.0 −⋅  61097.0 −⋅  61019.5 −⋅  81052.3 −⋅  

( )2y  41024.1 −⋅  61062.1 −⋅  61065.8 −⋅  81087.5 −⋅  

( )11x  21099.0 −⋅  41016.7 −⋅  31012.1 −⋅  51008.5 −⋅  

( )11y  21001.1 −⋅  41028.7 −⋅  31014.1 −⋅  51037.5 −⋅  
g 


