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Abstract

The numerical Monte Carlo method for finding the solution of a linear
system has the cost of computations based on the necessary length of
applied Markov chains. In this paper, by resuming the previous work
[4], we show under the covering property in our Markov chain that we
can increase the efficiency of the Monte Carlo method in comparison to
the standard Monte Carlo method introduced previously.

1. Introduction

As in the previous paper [4], we consider the linear system

,fBx = (1)

where B is a given nonsingular matrix, ( )tffff n,,, 21 …=  is a known

vector and ( )txxxx n,,, 21 …=  is the solution vector that we are looking

for. If we consider matrix nnM ×  such that ,TIMB −=  ,cMf =  then
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the linear system (1) is converted to

( ) ( ) ,1 cTxx kk +=+ (2)

where nnT ×  is a given nonsingular matrix. It is well known that

( ) ,1<≤ρ TT (3)

where ( )Tρ  is the spectral radius of matrix T and niT ≤≤∞ = 1max

∑
=

n

j
ijt

1
,  the ( )kx  tends to the exact solution ( ) cTIx 1−−=  [1]. The inner

product of x and ( ) n
n Rhhhh ∈= ,,, 21 …  is defined by 11, xhxh =

.22 nnxhxh +++  This inner product when ( )0,,0,1,0,,0,0 ……
i

h =  is

,jx  i.e., ,, jxxh =  which is the ith element of the solution vector. With

Markov chain kiii →→→ 10  of the sample state =S { }n,,2,1 …

which it will select the rows of columns indices of the matrix A, with
initial distribution Ppi =0  (Markov chain starts at ),0 Si ∈  and for

{ }1,,2,1 −∈ nm …  one step transition probability function is

( )iijiPp mmij =|== +1  [2]. For solving the linear system (1) by Monte

Carlo method, we consider transition probability matrix [ ] .1,
n

jiijpP ==

Under the following conditions:
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0  It has been proved that [ ( )] ∑
=

=η
k

m

m
k bThhE

0
,

( )1, += kxh  [4]. Since ( )hkη  is an unbiased estimator of ( ) ,, 1+kxh  we

can introduce the Monte Carlo estimator based on ( ) ( ) ( ) →→→ sss iii 210

( ) .,,2,1, Nsi s
k …=→  We have ( ) ( )( ) ( ) ,,1 1

1

+

=
≈η=Θ ∑ k

N

s

s
kk xhhNh

where for ( )( )
( )

( )

( ) ,,,,2,1
00
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=η=
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s
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mW
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…
 and ( ) ( )( )∑

=
η=Θ

N

s

s
kk hNh

1

1  [3]. ( )[ ]hE ∞η

[ ( )] ( ) ( ) ( )( ) ( )1

1

1 1.,,limlim +

=

+

∞→∞→
≈η=Θ==η= ∑ k

jj
N

s

s
kjk

k
kkk

xeNexhxhhE

.jx≈  For obtaining the element jx  of solution vector x, we simulate N

random paths ( ) ( ) ( ) .,,2,1,21 Nsiiij s
k

ss …=→→→→  Then we have

( )( ) ( ) ( )∑
=

=η
k

m

s
i

s
mj

s
k m

bWe
0

 with ( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) .1, 0
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− s
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 The

above Monte Carlo method is called standard (or basic) Monte Carlo
method.

2. Optimized Monte Carlo Method

It has been discussed in [4] that how we can reduce the nN random
paths to N paths. We just have a quick review of the concept of this aim.

Definition 1. For a Markov chain with sample state { },,,2,1 nS …=

the random path ( ) ( ) ( )s
R

ss iii →→→ 10  is called covering if each state

Sj ∈  can be visited at least once.
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Definition 2. Let Sj ∈  be an arbitrary state of a Markov chain.
Then the first time that Markov chain visit j, i.e., { },:min jitR ttj ==  is

called the hitting time to state j. In this way, for ,,,2,1 nj …=  we can
reach to the all unbiased estimators ( ).jk eη  We first consider the

covering path: ,10 kRRR iiiii j +→→→→→→→  where

{ }jnj
RR

≤≤
=

1
max { }jit tnj

==
≤≤

:minmax
1

 and k is an integer number. For every

,,,2,1 nj …=  we consider a subpath with length k as

,1 kRRR jjj iii ++ →→→  now we set ( ) ,~ ∑
+

=
=η

kR

Rm
imjk

j

j
mbWe  where

.1,
1211

1211
==

−+++

−+++

j
mmjRjRjRjR

mmjRjRjRjR
R

iiiiii

iiiiii
m Wppp

TTT
W …

…

Theorem 1. Under the above conditions, we have [ ( )] ( )1~ +=η k
jjk xeE

[4].

Theorem 2. [ ( )] [ ( )],~varvar jkjk ee Θ=Θ  where ( ) ( )( )j
N

s

s
kjk eNe ∑

=
η=Θ

1

1

and ( ) ( )( )j
N

s

s
kjk eNe ∑

=
η=Θ

1

~1~  for nj ,,2,1 …=  [4].

3. Increasing the Efficiency of the Method

In this section, we compare the efficiency of two methods and discuss
here based on [3, 4]. For simplicity of this comparison and bringing them
to our analysis, the method of the Monte Carlo without covering property
(usual Monte Carlo method) is considered as method (1) and the Monte
Carlo method based on covering property is considered as method (2). We

remember that the method (1) has ( ) ( )( ),1
1

j
N

s

s
kjk eNe ∑

=
η=Θ  as the Monte

Carlo estimator and the method (2) has ( ) [( ( )( )) ( )∑
=

η=Θ
N

s
jj

s
kjk eeENe

1

2~1~

as the Monte Carlo estimator for jx  of the solution vector x.
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Definition 1. Let ( )jk eΘ  and ( )jk eΘ~  are two Monte Carlo estimators

for the parameter θ. Then the efficiency of ( )jk eΘ~  respect to ( )jk eΘ  is

defined by 
[ ( )]
[ ( )]

,~~
jk

jk
eMSEt
eMSEt

Θ

Θ
=ε  where tt ~,  show the necessary length of

Markov chains to reach the estimation for .jx  We recall that for any

estimator Y of θ, we have [ ] [ ] [ ] [ ][ ] .var 22 θ−+=θ−= YEYYEYMSE  Then
we have

Definition 2. For two unbiased estimators ( )jk eΘ  and ( )jk eΘ~  of ,jx

the efficiency of ( )jk eΘ~  respect to ( )jk eΘ  is defined by 
( ( ))
( ( ))

,~var~
var

jk

jk
et
et

Θ

Θ
=ε

where t and t~  are the necessary lengths of Markov chains to reach the
Monte Carlo estimation for jx  using methods (1) and (2), respectively.

Without loss of generality, we consider ,1=N  then with regards to

Theorem 1, ( ( )) ( ( ))jkjk ee Θ=Θ ~varvar  therefore, we have .~t
t=ε  In this

case in method (1), we use n paths with length k, then the total lengths
used in these paths is equal to nk. But, in method (2), we use only one
path with length ( { }) kRjnj

+
≤≤1

max  with average [ { }] .max
1

kRE jnj
+

≤≤
 For

,1>n  we prove that the inequality [ { }] kREnk jnj
+>

≤≤1
max  is valid. To

prove this inequality we prove that [ { }]jnj
REknk

≤≤
>−

1
max  or Ek >

[ { }] .1max
1

−
≤≤

nRjnj
 It proves that whenever k is bigger than [

nj
E

≤≤1
max

{ }] ,1−nRj  the method (2) is more efficient than the method (1).

Selecting a suitable starting point of the Markov chain and using in
method (2), we can reduce the cost of computation. In needs just, we
select the starting point of chain li =0  such that [ { } ]liRER jnj

=|=
≤≤

01
max

[ { } ].maxmin 01 0
liRE jni

=|=
≤≤

 In this manner, we set .
0
1

0

0
0 




≠
=

=
li
li

pi

Then we prove the following theorem:
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Theorem 3. In a covering Markov chain (as discussed above), if
[ { }] ,1max
1

−>
≤≤

nREk jnj
 then the covering method is more efficient than

the standard Monte Carlo method.

4. Conclusion

The method (2) in Theorem 3 is more efficient than the basic Monte
Carlo method. Then to reduce the Monte Carlo computation using
covering Markov chain we use the second algorithm discussed in [4] and
this paper.
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