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Abstract 

In this paper a generalized bounded phase co-ordinate control problem 

(involving certain unbounded operators) is considered by functional 

analytic approach. Existence and uniqueness of the solution is given in 

terms of certain closed linear operators. The optimal solutions are 

characterised in terms of adjoint operators. These results are applicable 

to linear minimum effort problems, constrained variational problems, 

optimal control of distributive systems and certain illposed variational 

problems. 

1. Introduction 

Let X, Y, Z be real normed linear spaces and ,: ZXT →  YXS →:  

be linear transformations. Let X⊆Ω  be a convex set containing zero 

element θ, and J be a real valued convex continuous functional defined on 

X such that 
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(1) ( ) ,,0 XxxJ ∈∀≥  

(2) ( ) ,0=θJ  

(3) ( ) ∞+→xJ  as .x ∞→  

Problem (P) 

With Y∈ξ  and ( )[ ],core TDT S IΩ∈η  find an element, called an 

optimal solution (if one exists) on the set 

{ ( ) ( )[ ] ,: TuSDTDx =ηΩ∈ II  and ( )}ε,ξ∈ Bx  

which minimizes ( ),uJ  where ( ) { }.:, ε≤−ξ∈=εξ SxXxB  

The important particular cases of the above problem are the 
following: 

Problem ( ).P1  

u
Xu∈

min  subject to ,Tu=η  ε≤−ξ Su  with T onto and S into. 

Problem ( ).P2  

Tu
u

−η
ρ≤

min  subject to ( ).0 ∞+<ρ<ε≤−ξ Su  

Our main objective is to discuss the existence and uniqueness of the 

solution of the problems through functional analytic approach. 

Minimum effort control problem was considered by various authors in 
[1, 8, 9]. It was further generalized by Minamide and Nakamura [5] in an 

abstract Banach space which includes [8], [9] as special cases, using tools 
of functional analysis. Linear bounded phase co-ordinate control problems 

were considered by Minamide and Nakamura [6]. 

The principal objective of the present paper is to obtain the existence 
theorems for a generalized bounded phase co-ordinate control problem 

involving certain unbounded linear operators. Many of the established 
results may be obtained as a particular case. 

Modern control problems and classical variational problems include 

very often differential operators, so it may be worthwhile to consider 
problems involving unbounded operators. 
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2. Some Preliminaries 

Here we shall use some terminologies that agree with Minamide and 
Nakamura [5], and Burns [1]. Throughout the paper we shall assume, 

without any loss of generality, that the scalars are always real numbers. 

The interior, boundary and closure of a set K will be denoted respectively 

by ,int K  K∂  and .clK  Let X and Z be normed linear spaces and 

( )TDT :  Z→  be a linear operator with ( ) .XTD ⊆  A sequence { }nx  in 

( )TD  is called a semi-T convergent if there is some element Zz ∈  with 

.zTxn →  A sequence { }nx  in ( )TD  is called T convergent if there are 

Xx ∈  and Zz ∈  with xxn →  and .zTxn →  The linear operator T is 

said to be co-compact (weakly co-compact) if each bounded semi-T 

convergent sequence { }nx  with zTxn →  has a subsequence { }
knz  such 

that xzxz
kk nn →→ (  weakly), ( )TDx ∈  and .zTx =  

If K is convex set in a normed linear space X, then a point Kx ∈0  is 

said to be a core point of K, if for each Xx ∈  with 0xx ≠  there is an r 

satisfying 10 << r  such that if ,0 r≤λ≤  then ( ) .1 0 Kxx ∈λ−+λ  The 

set of all core points of K is called core of K and will be denoted by core K. 

The set of all core points of ( )TDK I  relative to ( )TD  will be denoted by 

.core KT  

A point Kcl∈ξ  is said to be a support point of K if there exists a 

nonzero linear functional φ, not necessarily continuous, such that φ 

satisfies 

 { }.:,sup, Kff ∈φ=φξ  (1) 

The set of all support points of K will be denoted by .supp K  A 

nonzero linear functional φ satisfying (1) is called a support functional of 

K at point .clK∈ξ  If ξ is support point of K and there exists a nonzero 

continuous linear functional x′  satisfying (1), then ξ will be called a 

strong support point. The set of all strong support points of K will be 

denoted by .Supp K∗  
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Let ,R∈α  where R denotes the set of real numbers and let 

( ) ( ) ( ){ }.,:, α≤×∈=α yxJYXyxJ  Suppose ( ) XTD ⊆  is dense in X. 

Let ( )TD ′  be the set of all Yh ′∈′  such that there exists an element 

Xf ′∈′  satisfying ( ).,,, TDfffhTf ∈∀′=′  Since ( )TD  is dense in X, 

the element f ′  is determined uniquely by h′  and we define ( )TDT ′′ :   

Z ′⊂  by .fhT ′=′′  The operator T ′  is called the adjoint of T. 

Consequently, hTfhTf ′′=′ ,,  for all ( )TDf ∈  and ( ).TDT ′∈′  

If XK ⊆  is a convex set and ,Supp0 Kf ∗∈  then the set of all 

continuous support functionals corresponding to 0f  will be denoted by 

( )., 0fKE ′  If 0f ′  is a nonzero continuous support functional to K, then 

( )0, fKE ′  will denote the set of Kf cl0 ∈  such that 0f  satisfies the 

condition { }.:,sup, 000 Kfffff ∈′=′  Evidently, ( ) [ ]KffKE :, 00 ′=′  

(see [1], [5]). 

We now state the following hypothesis which will be used throughout 

the paper ( ) ( ),core:0 Ω∈θ SH  ( ) ( )SDTD ⊆  and T is an onto mapping. 

3. Solution of the Problem (P) 

Let Ŝ  be a linear mapping of X into ZY ×  defined by →uS :ˆ  

( ),, TuSu  where ZY ×  denotes a product space with the usual product 

topology. Let ( )ΩŜ  denote the image of Ω under .Ŝ  

Consider the set ( ) { ( ) ( ) ( )( ) { }( )( )}0ˆ0, ×ε+Ωα=αε YUSDTDJSC III  

for ,0>α  ,YU  being the unit sphere in Y. 

Let us introduce the following definition: 

Definition. A pair ( )ηξ,  will be called regular if there exists at least 

one element ( ) ( ) ( )( )[ ]SDTDJu III Ωα∈  satisfying the constraint 

,Tu=η  and ( ),,0 ηξ∈ Bu  where ( ) { }.:,0 ε<−ξ=ηξ SuuB  

Lemma 3.1. If ( )0H  holds and 0>α  is given and assume that Ω is 

closed convex set with ( ),Int Ω∈θ  J is continuous, ZY ×  is of the second 
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category as a subset of itself and Ŝ  is weakly co-compact, then ( )0,αεC  is 

a closed convex body. 

Proof. Evidently, ( )0,Int α∈θ εC  (by the construction and the nature 

of S and T). Thus ( )0,αεC  is a convex body. Again as Ŝ  is weakly 

co-compact, hence ( )0,αεC  is a closed convex body [1, Theorems 2.5, 2.6]. 

Lemma 3.2. Let ( )0H  be satisfied. Suppose that ( ) ( )0,, αδ∈ηξ εC  is 

a  regular pair. Then any hyperplane ( ) ( ) ( )′×∈≠φφ ZY0, 21  of support of 

( )0,αεC  at ( )ηξ,  satisfies 

 (i) ( ) ( ) ( ) ( ) ,;0,,,, 12121 φφ′+φ′α≥φφηξ ε TSC  where ,S′  T ′  denote 

the conjugate of S, T, respectively. 

(ii) .021 ≠φ′+φ′ TS  

Proof. Since ( )0,αεC  is a convex body, there exists a supporting 

hyperplane ( ) ( ) ( )′×∈≠φφ ZY0, 21  such that 

( ) ( ) ( ) ( ) ( ) ,,,0,,,, 2121 φφε+≥φφηξ yTuSu  

( ) ( ) ( )( )[ ] YUyTSDJu ∈Ωα∈∀ ,III  

( ) ( ) ( ) ( ) .,,,,,, 12121 φφ′+φ′ε=φφε+= TSyuTuySu  

Hence taking supremum of the R.H.S. ,Ω∈∀u  ,YUy ∈  we get 

( ) ( ) ( ) ( ) .,0,,,, 2121 φφα≥φφηξ εC  

(ii) Let us first note that the hyperplane ( )21, φφ  with 01 ≠φ  

supports ( )0,αεC  at ( )., ηξ  Then ( ) ( ) ( ) ( ) .,0,,, 2121 φφα≥φφηξ εC  

Suppose .01 =φ  Then 02 ≠φ  and we have 

12 ,, φε≥φη YU  (A) 

which contradicts the assumption that ( )[ ].core TDT S IΩ∈η  

Next we shall show that .021 ≠φ′+φ′ TS  
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If possible, let .021 ≠φ′+φ′ TS  Then for all ( ),1 η∈ −Tu  we have 

2121 ,,,, φ+φ+−ξ=φη+φξ TuSuSu  

11 ,, φε≥φ−ξ= YUSu    (by A) 

which contradicts the fact that ( ) ( )0,, αδ∈ηξ εC  is a regular pair. 

Hence .021 ≠φ′+φ′ TS  

Lemma 3.3. Let ( ) ( )0,, αδ∈ηξ εC  be a regular pair. Then for all ∈u  

( ) ( ) ( )( )[ ]TDSDJ III ΩαΩ  satisfying Tu=η  and ( ),, εξ∈ Bu  we have 

( ) .α≥uJ  

Proof. Let ( ),0 TDu IΩ∈  ( ) ( ).00 ≠α<uJ  

Since ( )[ ],Core TDT S IΩ∈η  there exists an element ( )Ω∈ Intu  

such that .η=uT  

Put ( ) .1 0uuu λ−+λ=λ  Then for sufficiently small ,0>λ  ( )Ω∈λ Intu  

satisfying ,η=λTu  ( )εξ∈λ ,Bu  and ( ) .α<λuJ  

Since J is continuous, a neighbourhood U of the origin θ in X exists, 
such that { } ( ) ( )( ).TDJUu II Ωα⊂+λ  

Applying Ŝ  (which is an open mapping), one can show that ( ) ∈ηξ,  

( ),0,Int αεC  which contradicts the hypothesis. 

Lemma 3.4. Suppose that ( )ηξ,  is regular and ( ) ( ).0,, αδ∈ηξ εC  

Then for all ,ˆ α>α  we have ( ) ( ){ } ( ).0,ˆ0ˆInt, α⊂>α∈ηξ εε CC  

Proof. Since ( ) ( ),0,, αδ∈ηξ εC  we have 

( ) ( ) ( ) ( )( ) ( )2121 ,,,, ψ′+ψ′Ωα≤ψψηξ TSTDJ II  

( ) ( ) .,,, 211
′×∈ψψ∀ψε+ ZYUY  (B) 

If possible, let there exists an α>α′  such that ( ) ( ){ }.0,ˆInt, α∉ηξ εC  

Then a separating hyperplane ( ) ( ) ( )′×∈≠φφ ZY0, 21  exists such that 

( ) ( ) ( ) ( )( ) ( ) ,,,,,, 12121 φε+φ′+φ′Ωα≥φφηξ YUTSTDJ II  

which contradicts (B) by Lemma 3.2. 
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So considering Lemmas 3.3 and 3.4 one can conclude the following 

theorem: 

Theorem 3.1. Problem (P) has a solution for each regular pair 

( ) ( )0,, αδ∈ηξ εC  iff ( ) ( ).0,, α∈ηξ εC  

In view of Theorem 3.1 one can conclude that the existence of solution 

of Problem (P) depends on whether ( )0,αεC  is closed or not in .ZY ×  

But Lemma 3.1 gives some sufficient condition for the existence of the 

solution of Problem (P). 

Lemma 3.5. A pair ( )ηξ,  is regular iff ( ) ( ) 121 ,,,, φε<φφηξ YU  

holds for all ( ) ( ) ( )′×∈≠φφ ZY0, 21  satisfying .021 =φ′+φ′ TS  

Proof. Let ( )ηξ,  be a regular pair. Then there exists an element 

( ) ( )( )TDJu II Ωα∈  such that ( )εξ∈ ,0Bu  and .Tu=η  

Consequently, from Lemma 3.4, it follows for ( ),uJ>α  ( ) ∈ηξ,  

( ){ }.0,Int αεC  

Hence for all ( ) ( ) ( ) ,0, 21
′×∈≠ψψ ZY  we have 

( ) ( ) ( ) ( )( ) ( ) .,,,,, 12121 ψε+ψ′+ψ′Ωα<ψψηξ YUTSTDJ II  

Hence ( ) ( ) ( ).0,,,, 21121 =ψ′+ψ′ψε<ψψηξ TSUY Q  

Conversely, suppose that ( )ηξ,  is not a regular pair, i.e., for all u, 

Tu=η  but ( ).,0 εξ∉ Bu  

Consequently, ( ) ( ){ }.0,Int, α∉ηξ εC  

Hence there exists a separating hyperplane ( ) ( )′×∈φφ ZY21,  such 

that 

( ) ( ) ( ) ( )( ) ( ) XuUTSTDJ Y ∈∀φε+φ′+φ′Ωα≥φφηξ ,,,,,, 12121 II  

which, in turn, implies 021 =φ′+φ′ TS  and ( ) ( ) .,,,, 121 φε≥φφηξ YU  

But this contradicts the hypothesis. 
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Theorem 3.2. Suppose that ( )ηξ,  is a regular pair and condition of 

Lemma 3.1 holds. Then an optimal solution of Problem (P) exists and is of 

the form: 

( ) ( )( )[ ],: 0210 TDJTSu II Ωαφ′+φ′=  (1) 

where 0α  and ( )21, φφ  with norm 1 satisfy any of the following 

conditions: 

( ) ( )( )[ ] [ ]YUTDJTS εφ+Ωαφ′+φ′=ξ :: 1021 II  (2) 

( ) ( )( )[ ]TDJTST II Ωαφ′+φ′=η 021 :  

( ) ( )
( ) ( )( )

.
,

,,,,
max 0

210

121

021
α=

φ′+φ′Ωα
φε−φφηξ

≠φ′+φ′ TSTDJ
UY

TS II
 (3) 

Conversely, if ( )21, φφ  having norm 1 solves either of the above conditions, 

then ( ) ( )( )[ ]TDJTSu II Ωαφ′+φ′∈ 0210 :  is optimal. 

Furthermore if X is rotund, then the solution is unique. 

Proof. Let ( )00 ≠u  be an optimal solution. Then we shall show (1)-(3). 

Evidently, ( )εξ∈ ,0 Bu  and ,0Tu=η  and ( ) ( ),0,, αδ∈ηξ εC  where 

we put ( ) .00 α=uJ  Let ( )21, φφ  be a hyperplane of support of ( )0,αεC  at 

( )., ηξ  Then by Lemma 3.2, 021 ≠φ′+φ′ TS  and 

( ) ( ) ( ) ( )( ) .,,,,, 121021 φε+φ′+φ′Ωα≥φφηξ YUTSTDJ II  

On the other hand, 

( ) ( ) 2101021 ,,,,, φ′+φ′+φ−ξ=φφηξ TSuSu  

121 ,sup,sup φ−ξ+φ′+φ′≤ SuTSu  

( ) ( )( ) YUuTDJu ∈Ωα∈ II  

( ) ( )( ) .,, 121 φε+φ′+φ′Ωα= YUTSTDJ II  

Hence combining we have 

( ) ( )( )[ ] [ ].:,: 10210 YUSuTDJTSu εφ=−ξΩαφ′+φ′= II  

Again 

( ) ( )( )[ ] [ ]YUTDJTSS εφ+Ωαφ′+φ′=ξ :: 121 II  
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( ) ( ) ( )( )[ ].:21 TDJTSTuT II Ωαφ′+φ′==η  

To show (3), note that, ( ) ( ) ( ).0,0,, 00 ααδ∈ηξ εε CC I  

Hence 

( ) ( ) ( ) ( )( ) ( )2121 ,,, φ′+φ′Ωα≤ψψηξ TSTDJ II  

( ) ( ) .,,, 211
′×∈ψψ∀ψε+ ZYUY  

Now using Kuhn Tucker’s theorem in a locally convex linear topological 

space [1] and the hypothesis ( ) ,00,0 =J  we have 

( ) ( )( ) 121 ,, ψε+ψ′+ψ′Ωα YUTSTDJ II  

 
( )

{ } 121 ,sup,sup
0

ψε+ψ′+ψ′=
∈α∈

yTSu
YUyAu

 

 
( )

{ ( )( )} ,0,,sup,sup 0121
0

>λα−λ−ψε+ψ′+ψ′=
∈α∈

uJyTSu
YUyAu

 

where ( ) ( ) ( )( ).TDJA II Ωα=α  Consequently, 

( ) ( )
( )

{ ( )( )}.,sup,sup,, 012121
0

α−λ−ψε+ψ′+ψ′≤ψψηξ
∈α∈

uJyTSu
YUyAu

 

Hence 

( ) ( )
( )

{ ( )( )}0121210 ,sup,sup,,
0

α−λ−ψε+ψ′+ψ′−ψψηξ≥α
∈α∈

uJyTSu
YUyAu

 

 ( ) ( )
( )

{ ( ) }.,,minmin,, 12121
0

ψε−ψ′+ψ′−+ψψηξ=
∈α∈

yTSuuJ
YUyAu

 

Again 

( ) ( )
( )

{ } ( )( )}012121 ,sup,sup,,
0

α−λ−ψε+ψ′+ψ′≤ψψηξ
∈α∈

uJyTSu
YUyAu

 

( ) ( )
( )

{ },,sup,sup,, 121210
0

ψε+ψ′+ψ′−ψψηξ=α
∈α∈

yTSu
YUyAu

 

i.e., 

( ) ( )
( )

( ){ }.,,minmin,, 121210
0

ψε−ψ′+ψ′−+φφηξ=α
∈α∈

yTSxuJ
YUyAu

 

Hence combining 

( ) ( )
[ ( ) ( )21

,
0 ,,max

21

ψψηξ=α
′×∈ψψ ZY

 



R. N. MUKHERJEE 390

( )
( ){ }]121 ,,minmin

0
ψε−ψ′+ψ′−+

∈α∈
yTSuuJ

YUyAu
 

 
( )

( ){ }.,,minmin,, 12121
0

ψε−ψ′+ψ′−+φη+φξ=
∈α∈

yTSuuJ
YUyAu

 

Conversely, suppose that ( )ηξ,  is regular and ( )210 ,, φφα  satisfy anyone 

of the following conditions (1), (2), (3). Then ( )[ ]0210 : αφ′+φ′∈ ATSx  is 

optimal. 

Moreover, if ( )0αA  is rotund, then the solution is unique. 

To show the converse part one should note that assuming anyone of 
the above three conditions, one can deduce the other two, following the 

above argument in the reverse order. 

Thus, if ( ){ }210 ,, φφα  satisfies any of the conditions (1)-(3), then in 

any case ( ) ( ) ( )0,0,, 0 ααδ∈ηξ εε CC I  and ( )21, φφ  is the supporting 

hyperplane to ( )0,0αεC  at ( )ηξ,  and ( )[ ]0210 : αφ′+φ′∈ ATSx  is an 

optimal solution. To show the uniqueness of ,0x  let ,0x  1x  be any two 

solutions. Then we have 

( ) ( ) ( ) 121021 ,,,,, φε+φ′+φ′α≥φφηξ YUTSA  
and 

( ) ( ) ( ) .,,,,, 210121 φ′+φ′α+φε≤φφηξ TSAUY  

Hence we have 

( ) ( ) ( ) ( )2211112100 ,,,, φφ′+φ′−η=φφ′+φ′−η TSTxxTSTxx  

( )[ ] [ ].:: 1021 YUATS φε+αφ′+φ′=  

Consequently, the hyperplane ( ) 021 ≠φ′+φ′ TS  supports ( )0αA  at =0x  

1x  as ( )0αA  is rotund. 

Minimization problem with norm criteria 

We have seen how a minimum cost control problem with convex 
functional criteria in normed linear spaces having unbounded operators 
can be solved by function space approach. But if, in particular, the 

functional J and the constraint set ( )αA  are specified in term of norms, 

one can obtain an explicit characterization of the solution. 
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Solution of the problem ( )1P  

Here we identify ( ) .uuJ =  So the problem is to minimize u  over 

,Xu ∈  satisfying the constraints Tu=η  and ( ),0>εε≤−ξ su  

where ,: into YXS  →  ,: onto ZXT  →  and X, Y, Z are normed 

linear spaces over R, and S, T are linear operators. 

For this particular case we choose 

( ) ( ),TDUA X Iα=α  for any real 0>α  

( ) ( )( ) { }{ },0ˆ0, ×ε+α=αε YX UTDUSC I  

where ,XU  YU  are unit balls in X and Y, respectively. Evidently, the 

hypothesis ( )0H  is satisfied for the problem. Now, if ( ) ( ),0,, α∈ηξ εC  

then 

( ) ( ) ( ) ( ).,,,, TxSxyyTxSx z +ε=θε+=ηξ  

So, for ( ) ( )0,, αδ∈ηξ εC  and ( ) ( )′×∈φφ ZY21,  defining a supporting 

hyperplane to ( )0,αεC  at ( ),, ηξ  we have 

( ) ( ) ( ) ( ) 2112121 ,,,,,,, φ′+φ′+φε=φφη′ξ′≥φφηξ TSxy  

.,,211 YX UyUxTS ∈∈∀φ′+φ′α+φε≥  (1) 
Also 

( ) ( ) 21121121 ,,,,,,,,, φ′φ′+φε=φ′φ′+φ−ξ=φφηξ TSxyTSxSx  

( ) ( ) .,, 21211
′×∈φφ∀φ′+φ′α+φε≤ ZYTS  (2) 

Then from (1) and (2), we have 

( ) ( ) .,,, 21121 φ′+φ′α+φε=φφηξ TS  

Thus ,, 21210 φ′+φ′α=φ′+φ′ TSTSx  and ,, 110 φε=φε y  where 

,0x  0y  being the points where the supremum are attained. 

Then ,210 φ′+φ′α= TSx  .10 φε=y  

Consequently, ( ) ,121 φε+φ′+φ′α=ξ TSS  ( )210 φ′+φ′α==η TSTTx  

and from (2) 



R. N. MUKHERJEE 392

( ) ( )

( ) ( )
.

,,,
max

21

121

0,
,,

0

21
21

ψ′+ψ′
ψε−ψψηξ

=α

≠ψ′ψ′

′×∈ψψ TS
TS

ZY
 

Solution of problem ( )2P  

Here we specify ( ) .TuuJ −η=  

So the problem is to minimize ,Tu−η  under the constraint 

,ε≤−ξ Su  { },,: XuuuUu X ∈ρ≤=ρ∈  where ,: into YXS  →  

ZXT  → into:  are linear transformations and X, Y, Z are real 

normed linear spaces. We further assume that η is ( )ρε,  normal with 

respect to ( ),,ˆ ξS  i.e., 

.infinf
,, XuSuuSu
TuTu
∈ε≤−ξρ≤ε≤−ξ

−η>−η  

For this particular case let us choose 

( ) ( ) ( )( ) ,XUTDJA ρ=Ωα=α II  

( ) { ( ) ( )} .0,0,ˆ, >α>εα×ε+ρ=ραε ZYX UUUSC  

Then from any ( ) ( )ρα∈ηξ ε ,, C  and ( ) ( ) ,, 21
′×∈ψψ ZY  

( ) ( )zTxSxy ++ε=ηξ ,,  

and 

( ) ( ) .,,, 121121 ψα+ψ′+ψ′ρ+ψε≤ψψηξ TS  

Also, if ( ) ( ) ( ),,,, ραραδ∈ηξ εε CC I  ( ) ( )′×∈φφ ZY21,  is a supporting 

hyperplane to ( )ραε ,C  at ( ),, ηξ  and 

( ) ( ) ( ) .,,, 221121 φα+φ′+φ′ρ+φε≥φφηξ TS  

Hence 

( ) ( ) ( ) ,,,, 221121 φα+φ′+φ′ρ+φε=φφηξ TS  

i.e., 

( ) ( ) ( ) ,,,,, 22111022100 φα+φ′+φ′ρ+φε=φε+φφ′+φ′ TSyTSzx  

where ( )00, zx  and 0y  are the points where the supremums are attained. 
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Consequently, ( ) ,, 21210 φ′+φ′ρ=φ′+φ′ TSTSx  220 , φα=φz   

and ., 110 φε=φεy  Therefore, 

( ) ,,, 1020210 φε=φα=φ′+φ′ρ= yzTSx  

i.e., ,20 φα=−η Tx  i.e., ( ) 221 φα=φ′+φ′ρ−η TST  and ( )21 φ′+φ′ρ=ξ TSS  

.1εφ+  Also, 

( ) ( )

( ) ( ) ( )
.

,,,
max

2

12121

0
,0,0,

2
21 ψ

ψε−ψ′+ψ′ρ−ψψηξ
=α

≠ψ
≠ψψ

TS
 

Note. The problems ( )1P  and ( )2P  are the same problems as in [4]. 

But the difference is that the underlying spaces are normed linear spaces 

instead of Banach spaces [4] and the corresponding transformations are 

only linear without being bounded as assumed in [4]. But the same 

results as in [4] are obtained. 

Example. Consider the system, [ ] ( ) ( ),tutLx =  .ˆ η=xM  

The problem is to find an admissible control vector ( )tu  such that 

trajectories described by the system under ( )tu  remain within an ε 

neighbourhood of the target state ,dx  i.e., ( ) ε≤− dxtx 1  when x  

( )tx j
rjttt ≤≤≤≤

=
1

xmasupess
10

 while minimizing the fuel functional 

( ) ( ) ( ) ( )













−η+









= ∫ζ≤≤≤≤

2
12

1
xmasupess

10

dttuTtuuJ j
rjttt

 

[ ],, 10 tt=τ  10, tt  being specified initial and final times, respectively. 

Let 
( )

( )( ),,, τ== ∞∞∞∞ rlLBX
r

 ( ),rlY ∞=  
( )

( )( )τ== ,111,1 rlLBZ
r

 and 

T, S are linear operators defined by ( ) { }YLxXxSD ∈∈= ,  and 

LxSx =  while ( ) ( )TDSD =  and .x̂MTx =  

Let 
( )

∞∞∈ξ ,
r
B  and 

( )
1,1

r
B∈η  and define X⊆Ω  by  

( ){ }.1: ≤∈=Ω SxSDx   
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Hence we have an example of Problem (P) for which hypothesis ( )0H  

is satisfied. Also Ω is closed and Ŝ  is a weakly co-compact operator. For 

further detail see [3, pp. 349-350]. 

Note. L may represent partial differential operator and M defines 

boundary condition. 

Conclusion 

The minimum effort control problem discussed in this paper has the 

advantage that the linear operators T and S are not bounded. Moreover 

the spaces X, Y, Z are just normed linear spaces. 

References 

  [1] J. A. Burns, Existence theorems and necessary conditions for a general formulation 

of the minimum effort problem. Existence theory in the calculus of variations and 

optimal control, J. Optimization Theory Appl. 15 (1975), 413-440. 

 [2] A. K. Chaudhuri and R. N. Mukherjee, On a generalized ε-control problem in 

Banach space, Rend. Circ. Mat. Palermo (2) 52 (2003), 30-46. 

 [3]  A. K. Chaudhuri and R. N. Mukherjee, On a certain class of minimum effort 

problems in Banach spaces, Rend. Circ. Mat. Palermo (2) 44 (1995), 337-350. 

 [4] J.-L. Lions, Optimal Control of Systems Governed by Partial Differential Equations, 

Springer-Verlag, New York, 1971. 

 [5] N. Minamide and K. Nakamura, A minimum cost control problem in Banach space, 

J. Math. Anal. Appl. 36 (1971), 73-85. 

 [6] N. Minamide and K. Nakamura, Linear bounded phase coordinate control problems 

under certain regularity and normality conditions, SIAM J. Control 10 (1972), 82-92. 

 [7] R. N. Mukherjee, Existence theorems and necessary conditions for a class of time 

optimal control problems from a general formulation of the minimum effort 

problems, Bull. Inst. Math. Acad. Sinica 20 (1992), 67-81. 

 [8] W. A. Porter, Modern Foundations of Systems Engineering, The Macmillan Co., New 

York, 1966. 

 [9] W. A. Porter and J. P. Williams, A note on the minimum effort control problem, J. 

Math. Anal. Appl. 13 (1966), 251-264. 

 [10] S. Rolewicz, Functional Analysis and Control Theory. Linear Systems, D. Reidel 

Publishing Co. Dordrecht, 1987. 


