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Abstract 

This paper proposed a system for the recognition of the facial expression 
by using cross-correlation of optical flow and mathematical models from 
the facial points. That defined these facial points of interest in the first 
frame of an input face sequence image, which utilized manually marker. 
The facial points were automatically tracked by using a cross-correlation 
based on optical flow, and extracted feature vectors. The mathematical 
model extracted features from feature vectors. We used an ELMAN 
neural network for classifying expressions. The performances of 
the proposed facial expressions recognition were computed using 
Cohn-Kanade facial expressions database. The proposed approach 
achieved a high recognition rate. 

1. Introduction 

The face plays a crucial role in interpersonal communication. By 
seeing a face, we can recognize a person’s identity, gender, age, 
expression, etc. This information is irreplaceable for the normal conduct 
of human communications. If machines could recognize such information 
from a human face, humans and machines might thereby communicate 
more smoothly, robustly, and harmoniously. 
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The face can send many subtle signals. For example, an array of 

facial expressions–a smile of happiness, a frown of sadness or 

disapproval, the wide-open eyes of surprise, or a lip curled in disgust–all 

show a wide range of emotions. Ekman et al. [5] have identified six basic 

emotions that people can identify from facial expressions with high 

accuracy. 

The Facial Action Coding System (FACS) [3, 4] is currently the most 

widely used method in recognizing facial expressions. FACS encodes the 

contraction of each facial muscle (stand alone as well as in combination 

with other muscles) that changes the appearance of face and has been 

used widely for the measurement of shown emotions. 

Gizatdinova and Surakka [6] used feature-based method for detecting 

landmarks from facial images. The method was based on extracting 

oriented edges and constructing edge maps at two resolution levels. Edge 

regions with characteristic edge pattern formed landmark candidates. 

An optical-flow based approach [1] is sensitive to subtle changes in 

facial expression. Action unit (AU) [12, 13] combinations in the brow and 

mouth regions were selected for analysis if they occurred at a minimum 

of twenty-five times in the database. Selected facial features were 

automatically tracked by using a hierarchical algorithm for estimating 

optical flow. Image sequences were randomly divided into training and 

test sets. 

We proposed seven features mathematical models extracted from 

seventeen facial feature points and from a feature vector for each 

expression. These features were used to training an ELMAN neural 

network classifier to classify input feature vectors into one of the six 

basic emotions. This approach has obtained a high recognition rate and 

the flow shown in Figure 1. 

The paper is organized as follows. In Section 2, the seventeen facial 

feature points were marked. Section 3 extracted seven features using 

optical flow and mathematical models from seventeen facial points. These 

features were used to train and test an ELMAN neural network in 

Section 4. The results were described in Section 5. 
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Figure 1. The facial expression recognition system. 

2. Facial Feature Point Marker 

In the first frame, 17 feature points were manually marked with a 
computer-mouse around facial landmarks (Figure 2). 

5 
11 
6 

4

1

 
2 
 

 9 
12 
10 

8 

13 

14 15 
16 

17 

 

Figure 2. Seventeen facial points marker. 

3. Facial Feature Extraction 

3.1. Facial points tracking 

The facial points tracking used cross-correlation of optical flow [9, 10]. 
Each point is the center of a 13 by 13 flow window that includes 
horizontal and vertical flows. A cross-correlation based optical flow 
method is used to automatically track facial points in the sequence image. 
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Cross-correlation of 13 by 13 window in the front frame, and a 23 by 
23 window (Figure 3) at the next frame were calculated and position with 
maximum cross-correlation of two windows, were estimated as position of 
feature point at the next frame. Each feature point is calculated by 
subtracting its standard position in the first frame from its current 
standard position. The position of all the feature points is patterned by 
position of the top of nose. 
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Frame i 
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Figure 3. Cross-correlation estimation flow. 

3.2. Facial feature extraction by mathematical model 

The feature extraction used mathematical model description. Seven 
features were extracted from facial point position in the first frame and 
the end frame. The features mathematical models are below: 

• Size of Eye: 

( ) ( )( ) 210965 YYYY −+−  (1) 

• Width of Eye: 

( ) ( )( ) 27834 XXXX −+−  (2) 

• Eyebrow to Iris Distance: 

( ) ( )( ) 2122111 YYYY −+−  (3) 

• Width of Mouth: 

1415 XX −  (4) 

• Size of Mouth: 

1716 YY −  (5) 

• Philtrum: 

1613 YY −  (6) 
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• Eye to Cheek Distance: 

( ) ( )( ) ,213121311 YYYY −+−  (7) 

where X is x-axis and Y is y-axis in the two dimension area. 

4. The ELMAN Neural Network Model 

All features were used to classify that expression to one of the six 
basic emotions. We used ELMAN neural network system. It belongs to 
recurrent networks which differentiate other networks, and it is the 
additional connection from the hidden unit to itself. The recurrent 
connection allows detecting and generating time-varying patterns. The 
simplest method of recurrent network is ELMAN network. ELMAN 
network at each time step, a copy of the hidden layer units is made to a 
copy layer. 

We used two hidden layers and the number of input layer units must 
be equal to the number of extracted features and the output layers 
correspond to six kinds of facial expressions. The highest value will be 
indicated to the corresponding facial expression. The network 
architecture is shown as Figure 4. 
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Figure 4. The ELMAN neural network architecture. 
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5. Results 

5.1. Database 

The Cohn-Kanade facial expression database [7] consists of 100 
university students aged from 18 to 30 years, of which 65% were female, 
15% were African-American, and 3% were Asian or Latino. Subjects were 
instructed to perform a series of 23 facial displays, and six of which were 
based on descriptions of prototypic emotions (i.e., anger, disgust, fear, 
happy, sad, and surprise). For each person there are on average twelve 
frames for each expression. Image sequences from neutral to target 

display were digitized into 640 × 490 pixel arrays. 

5.2. Simulation result 

To show the efficiency of our method, extensive experiments are done 
on the Cohn-Kanade facial expression database to test, and to train which 
fifty-five subjects are available to us. Since several subjects are not to 
contain six facial expressions, the choice of training and testing set obeys 
following rules: (1) the subject that has more or equal to six expressions is 
selected as training set (forty-five subjects); (2) The subject that has more 
or equal to six expressions is selected as testing set (ten subjects); (3) The 
test was repeated five times; (4) Each time changed different testing and 
training subjects. Table 1 shows the recognition rate. 

Table 1. ELMAN neural network simulation result. 

  Accuracy (%) 

 Angry 89.5 

 Happy 100 

Recognition Surprise 96.4 

Feature Sad 87.6 

 Disgust 96.1 

 Fear 82.2 

Average (%) 92 
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5.3. Comparison result 

Five methods for recognizing expressions of novel individuals are 
compared in Table 2. All these methods are tested on the Cohn-Canade 
database and use a similar way to divide the database. In [12], a method 
combined a k-Nearest-Neighbor (kNN) algorithm and a rule-based 
system, which achieved an average recognition rate of 76.2%. In [8], a 
method consists of three modules. First, face detection is used. Second, 
Gabor wavelet and AdaBoost are applied to select feature that presents a 
face image. Finally, Gabor features selected by AdaBoost are fed into 
NKFDA to classify, with a recognition rate of 85.6%. In [2], that used 
Relevance Vector Machines (RVM) as a novel classification technique for 
the recognition of facial expressions and an accuracy of 90.84% is 
achieved. In [11], an approach based on the simple Local Binary Patterns 
(LBP) for representing salient micro-patterns of face images, which 
achieved an average recognition rate of 87.6%. In our method, we were 
not only using lower feature points but also obtaining a higher 
recognition rate, with a recognition rate of 92%. 

Table 2. Comparison result of five methods. 

Reference Method Accuracy (%) 

Valstar et al. [12] k-Nearest-Neighbor (kNN) 
+ a rule-based system 

76.2 

Huchuan et al. [8] Gabor wavelet + AdaBoost + NKFDA 85.6 

Datcu et al. [2] Relevance Vector Machines (RVM) 90.84 

Caifeng et al. [11] Local Binary Patterns (LBP) 87.6 

Our Method Automatic facial point detection + 
Optical flow + Mathematical model 

92 

6. Conclusion and Future Work 

The automatic facial expressions recognition of novel expressers is a 
difficult job for machines. In the paper, we developed a method for the 
estimation of the facial features, which used manually marker facial 
points. Then the cross-correlation of optical flow does facial point tracking 
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and mathematical models do feature extraction from the facial points. 
The ELMAN neural network trained and tested seven features and 
experiments show that our method performs better than others on the 
Cohn-Canade database. 

Future work is the improvement of accuracy, and more emotions 
recognition. We also hope to integrate with the emotion recognition from 
speech signal (TV broadcast) to improve the accuracy. In the long term, 
we will offer our special treatment and focus on those people whose faces 
are covered by hair (such as beard) or wear glasses. 
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