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#### Abstract

In this paper, an improved trust region algorithm is presented to solve nonlinear equality and inequality constraints optimization by combining with the SQP methods. Under some suitable conditions, the global convergence and surperlinear convergence are obtained.


## 1. Introduction

We consider the following nonlinear programming with inequality and equality constraints:

$$
\begin{array}{cl}
\min & f_{0}(x) \\
\text { s.t. } & f_{j}(x) \leq 0, j \in L_{1}=\left\{1, \ldots, m_{e}\right\}, \\
& f_{j}(x)=0, j \in L_{2}=\left\{m_{e+1}, \ldots, m\right\}, \tag{1.1}
\end{array}
$$

where $x \in R^{n}, f_{j}: R^{n} \rightarrow R$. $X$ denotes the feasible set.
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problems. However, relatively, there are few trust region methods which were proved to be efficient for general constrained optimization (1.1). We propose a modified version of the feasible trust region algorithm in [3] for solving nonlinear programs with mix equality and inequality constraints.

In this paper, we consider a feasible decent SQP methods in [2] combining with trust region techniques in $[3,6]$. The main features of the proposed algorithm are summarized as follows: (a) We obtain an equivalent QP subproblem. It is different from that in [1, 7] which dispenses with slack variables, and we use a merit function to convert the equality constraints into the inequality constraints. (b) Motivated by the ideas in [3], we combined trust region technique with the generalized gradient projection, and its trust region is a general compact set containing the origin as an interior point.

We introduce the penalty function which is given by Mayne and Polak in [5].

$$
\begin{array}{ll}
\min & F_{C_{k}}(x) \triangleq f_{0}(x)-C_{k} \sum_{j \in L_{2}} f_{j}(x) \\
\text { s.t. } & f_{j}(x) \leq 0, j \in L \triangleq L_{1} \cup L_{2} \tag{1.2}
\end{array}
$$

where penalty parameter $C_{k}>0$, and the feasible set of (1.2) $X^{+}=\{x$ $\left.\in R^{n} \mid f_{j}(x) \leq 0, j \in L\right\}$.

## 2. Description of Algorithm

Some basic assumptions are given as follows:
H2.1. The feasible set is nonempty, and the functions $f_{j}(x)$ are twotimes continuously differentiable.

H2.2. The vectors $\left\{\nabla f_{j}(x), j \in J(x)\right\}$ are linearly independent, here $x \in X^{+}$.

Denote active set $J(x)=\left\{j \in L_{1} \mid f_{j}(x)=0\right\} \cup L_{2} \triangleq J_{1}(x) \cup L_{2}$, and make some definitions as follows:

$$
f(x)=\left(f_{1}(x), \ldots, f_{m}(x)\right)^{T}, f_{J}(x)=\left(f_{j}(x), j \in J\right)
$$

$$
\begin{align*}
& g_{j}(x)=\nabla f_{j}(x), j \in L, \quad g_{J}(x)=\left(g_{j}(x)=\nabla f_{j}(x), j \in J\right), \\
& L_{k}=\left\{j \in L \mid f_{j}\left(x^{k}\right)+g_{j}\left(x^{k}\right)^{T} d^{k}=0\right\}, \\
& J\left(x^{k}, \varepsilon\right)=\left\{j \in L_{1} \mid-\varepsilon_{k, i} \leq f_{j}\left(x^{k}\right) \leq 0\right\} \cup L_{2} \triangleq J_{1}\left(x^{k}, \varepsilon\right) \cup L_{2}, \\
& N_{k}=g_{J_{k}}\left(x^{k}\right), u\left(x^{k}\right)=-\left(N_{k}^{T} N_{k}\right)^{-1} N_{k}^{T} g_{0}\left(x^{k}\right)=\left(u_{j}\left(x^{k}\right), j \in J_{k}\right) . \tag{2.1}
\end{align*}
$$

Lemma 2.1. If parameter $C_{k}>\left|u_{j}\left(x^{k}\right)\right|, j \in L_{2}$, then $\left(x^{k}, u^{k}\right)$ is the K-T point pair of the problem (1.1), if and only if $\left(x^{k}, \lambda_{j}^{k}\right)$ is the K-T point pair of the problem (1.2), and it holds that if $j \in J_{1}\left(x^{k}, \varepsilon_{k}\right), u_{j}^{k}=\lambda_{j}^{k}$, and if $j \in L_{2}, u_{j}^{k}=\lambda_{j}^{k}-C_{k}$.

Proof. See the proof of Lemma 2.2 in [4].
Let $\Omega$ be a general compact set containing the origin as an interior point, and $r \in R$. Denote $r \Omega=\{r \omega \mid \omega \in \Omega\}$. For the current iteration point $x^{k}, r_{k}>0$ and Lagrange Hessian symmetric positive definite matrix $H_{k}$, we consider the following QP subproblem with trust region:

$$
\begin{array}{ll}
\min & q_{k}(d)=f_{0}(x)+\nabla F_{C_{k}}\left(x^{k}\right)^{T} d+\frac{1}{2} d^{T} H_{k} d \\
\text { s.t. } & f_{j}\left(x^{k}\right)+g_{j}\left(x^{k}\right)^{T} d \leq 0, j \in J_{k}=J\left(x^{k}, \varepsilon\right), d \in r_{k} \Omega . \tag{2.2}
\end{array}
$$

According to the definition of the K-T point, it is easy to obtain the following result.

Lemma 2.2. If $d_{0}^{k}=0$, then $x^{k}$ is the $K$-T point of the problem (2.2). Furthermore, if $C_{k}>\left|u_{j}\left(x^{k}\right)\right|, j \in L_{2}$, then $x^{k}$ is the $K-T$ point of the problem (1.1).

The formal structure of the algorithm is as follows:

## Algorithm

Step 0. Initialization and date: Given parameters $\sigma>2, \tau \in(2,3)$, $\gamma, \psi>0, \delta, \alpha, \beta \in(0,1), \delta<\gamma, \psi$ and $\delta$ small enough, $\gamma_{1}>\psi, \xi$ and $C$ small enough and large enough positive, $\Omega$ a general compact set
containing the origin as an interior point $e=(1, \ldots, 1)^{T} \in R^{n}$. Given a starting point $x^{1} \in X$ and an initial symmetric positive definite matrix $H_{1}$, set $k=1, \varepsilon>0$.

Step 1. Computation of an approximate active set $J_{k}$ :
(i) Let $i=0, \varepsilon_{k, i}=\varepsilon_{0}$;
(ii) Set

$$
\begin{equation*}
J_{k, i}=\left\{j \in I \mid-\varepsilon_{k, i} \leq f_{j}\left(x^{k}\right)<0\right\}, A_{k, i}=\left(g_{j}\left(x^{k}\right), j \in J_{k, i}\right) . \tag{2.3}
\end{equation*}
$$

If $A_{k, i}$ is not of full rank, then set $i=i+1, \varepsilon_{k, i}=\frac{1}{2} \varepsilon_{k, i-1}$, and go to (ii). Otherwise, let $J_{k}=J_{k, i}, A_{k}=A_{k, i}, i_{k}=i$, and go to step 2.

Step 2. Update parameter $C_{k}$ :

$$
t_{k}=\max \left\{\left|u_{j}\left(x^{k}\right)\right| j \in L_{2}\right\}+C_{\varepsilon}, C_{k}= \begin{cases}\max \left\{t_{k}, C_{k-1}\right\}, & C_{k-1}<t_{k} \\ C_{k-1}, & C_{k-1} \geq t_{k}\end{cases}
$$

Step 3. Obtain the solution $d^{k}$ by solving the problem (2.2).
Step 4. Compute $\Delta q_{k}$, we define the predict reduction as follows:

$$
\begin{equation*}
\Delta q_{k}=q_{k}(0)-q_{k}\left(d^{k}\right)=-\nabla F_{C_{k}}\left(x^{k}\right)^{T} d^{k}-\frac{1}{2}\left(d^{k}\right)^{T} H_{k} d^{k} . \tag{2.4}
\end{equation*}
$$

If $\Delta q_{k}=0$, then $x^{k}$ is K-T point of the problem (1.1), STOP. Otherwise, compute the height order modified direction $\tilde{d}^{k}$ and $\Delta F_{0 k}$ as follows:

$$
\begin{align*}
& D_{k}=D\left(x^{k}\right)=\operatorname{diag}\left(f_{j}\left(x^{k}\right)^{2}\right), j \in L, \quad Q_{k}=Q\left(x^{k}\right)=\left(N_{k}^{T} N_{k}+D_{k}\right)^{-1} N_{k}^{T}, \\
& \beta_{k}=\left(\beta_{j}^{k}, j \in L\right), e^{k}=\left(e_{j}^{k}, j \in L\right), \quad \tilde{d}^{k}=Q_{k}^{T}\left(-\left\|d^{k}\right\|^{T} e^{k}-\beta_{j}^{k}\right), \\
& \beta^{k}=\left(f_{j}\left(x^{k}+d^{k}\right), j \in J_{k} ; 0, j \in L \backslash J_{k}\right), e^{k}=\left(1, j \in J_{k} ; 0, j \in J \backslash J_{k}\right) . \tag{2.5}
\end{align*}
$$

Define the actual reduction as follows:

$$
\begin{equation*}
\Delta F_{0 k}=F_{C_{k}}\left(x^{k}\right)-F_{C_{k}}\left(x^{k}+d^{k}+\widetilde{d}^{k}\right) . \tag{2.6}
\end{equation*}
$$

Step 5. If

$$
\begin{align*}
& \left\|H_{k} d^{k}\right\| \leq C\left\|d^{k}\right\|^{\frac{1}{2}}, f_{j}\left(x^{k}+d^{k}+\tilde{d}^{k}\right) \leq 0, \forall j \in L  \tag{2.7}\\
& \Delta q_{k} \geq \xi\left\|d^{k}\right\|^{\sigma}, S_{k}=\frac{\Delta F_{0 k}}{\Delta q_{k}} \geq \delta \tag{2.8}
\end{align*}
$$

set

$$
x^{k+1}=x^{k}+d^{k}+\tilde{d}^{k}, \gamma_{k+1}= \begin{cases}2 \gamma_{k}, & S_{k}>\gamma  \tag{2.9}\\ \gamma_{k}, & S_{k} \leq \gamma\end{cases}
$$

and obtain the positive definite matrix $H_{k+1}$ by updating $H_{k}$ using quasi-Newton formulas. Set $k:=k+1$, and go back to Step 1. If (2.7) and (2.8) are not satisfied, then go to Step 6.

Step 6. If $\gamma_{k}<\psi$, go to Step 7. Otherwise, set $\gamma_{k}:=\frac{1}{4} \gamma_{k}$, and go back to Step 1.

Step 7. Compute a feasible decent direction $\tilde{d}^{k}$ :

$$
\begin{align*}
& \pi^{k}=-Q_{k} g_{0}\left(x^{k}\right), P_{k}=P\left(x^{k}\right)=E_{n}-N_{k} Q_{k}, \\
& \rho_{k}=\rho\left(x^{k}\right)=\frac{\left\|P_{k} g_{0}\left(x^{k}\right)\right\|^{2}+\omega_{k}}{1+\left|e^{T} \pi\left(x^{k}, C_{k}\right)\right|}, \\
& \omega_{k}=\omega\left(x^{k}\right)=\sum_{j \in L_{1}} \max \left\{-\pi_{j}^{k}, \pi_{j}^{k} f_{j}\left(x^{k}\right)^{2}\right\}-\sum_{j \in L_{2}}\left(\pi_{j}^{k}+C_{k}\right) f_{j}\left(x^{k}\right),  \tag{2.10}\\
& V^{k}=\left(V_{j}^{k}, j \in L\right), V_{j}^{k}= \begin{cases}-1-\rho_{k}, & j \in L_{1}, \pi_{j}^{k}<0, \\
f_{j}\left(x^{k}\right)^{2}-\rho_{k}, & j \in L_{1}, \pi_{j}^{k} \geq 0 \\
-f_{j}\left(x^{k}\right)-\rho_{k}, & j \in L_{2}\end{cases} \tag{2.11}
\end{align*}
$$

If $\rho_{k}=0$, then $x^{k}$ is K-T point of the problem (1.1), STOP. Otherwise, compute

$$
\begin{equation*}
\tilde{d}^{k}=\rho_{k}\left\{-P_{k} g_{0}\left(x^{k}\right)+Q_{k}^{T}\left(v^{k}+\frac{\rho_{k}}{2\left(1+\left|e^{T} \pi^{k}\right|\right)} e\right)\right\} \tag{2.12}
\end{equation*}
$$

Step 8. Compute $\lambda^{k}$ the first number $\lambda$ in the sequence $\left\{1, \beta, \beta^{2}\right.$, $\left.\beta^{3}, \ldots\right\}$ satisfying:

$$
\begin{align*}
& F_{C_{k}}\left(x^{k}+\lambda \tilde{d}^{k}\right) \leq F_{C_{k}}\left(x^{k}\right)+\lambda \alpha \nabla F_{C_{k}}\left(x^{k}\right)^{T} \tilde{d}^{k}, \\
& f_{j}\left(x^{k}+\lambda \tilde{d}^{k}\right) \leq 0, \forall j \in L . \tag{2.13}
\end{align*}
$$

Step 9. Set

$$
\begin{equation*}
x^{k+1}=x^{k}+\lambda^{k} \widetilde{d}^{k}, \gamma_{k+1}=\gamma_{k} . \tag{2.14}
\end{equation*}
$$

Set $k:=k+1$, and go back to Step 1 .

## 3. Convergence of Algorithm

Lemma 3.1. (i) Feasible point $x^{k}$ is a K-T point of the problem (1.1), if and only if $\rho_{k}=0$;
(ii) $g_{j}\left(x^{k}\right)^{T} \tilde{d}^{k} \leq-\frac{1}{2} \rho_{k}^{2}, j \in J\left(x^{k}\right) \cup\{0\} ;$
(iii) If $\left\{x^{k}\right\}$ is bounded, then there exists $C_{0}>0$, such that $g_{j}\left(x^{k}\right)^{T} \widetilde{d}^{k}$ $\leq-C_{0}\left\|\widetilde{d}^{k}\right\|^{2}, j \in J\left(x^{k}\right) \cup\{0\}$.

Lemma 3.2. If sequence $\left\{x^{k}\right\}$ is bounded, then there exists $k_{0}>0$, such that, for all $k \geq k_{0}, C_{k} \equiv C_{k_{0}}$. (We denote $C_{k} \equiv C$ in the remainder of this paper.)

Theorem 3.1. Under assumptions $\mathrm{H} 2.1, \mathrm{H} 2.2$, the algorithm either stops at a K-T point $x^{k}$ of the problem (1.1) in finite iterations or generates an infinite sequence $\left\{x^{k}\right\}$, whose any accumulation point $x^{*}$ is a K-T point of the problem (1.1).

Proof. If the method stops at $\left\{x^{k}\right\}$, from the algorithm, it is easy to see that $x^{k}$ is a K-T point of (1.1). Assume now that the algorithm generates an infinite sequence $\left\{x^{k}\right\}$, and $x^{*}$ is a limit point, i.e., there exists $K(|K|=\infty)$, such that

$$
\lim _{k \in K} x^{k}=x^{*}, J_{k} \equiv J_{0}, \forall k \in K .
$$

There is one of the following cases obtained:
Case A. $x^{k+1}=x^{k}+d^{k}+\widetilde{d}^{k}$ is generated by (2.9), $\forall k \in K$. Firstly, it is obvious that $J_{k}=J_{0} \subseteq J\left(x^{*}\right)$. So, from K-T conditions, there exist multipliers $\lambda_{j}^{k}$ such that

$$
\begin{equation*}
\nabla F_{C}\left(x^{k}\right)+H_{k} d_{k}+\sum_{j \in J_{k}} \lambda_{j}^{k} g_{j}\left(x^{k}\right)=0 . \tag{3.1}
\end{equation*}
$$

By the first inequality of (2.7), we have, for $k \in K, k \rightarrow \infty$, that

$$
\begin{aligned}
\lambda_{J_{k}}^{k} & =-\left(N_{k}^{T} N_{k}+D_{k}\right)^{-1} N_{k}^{T}\left(\nabla F_{C}\left(x^{k}\right)+H_{k} d_{k}\right) \\
& \rightarrow-\left(N_{*}^{T} N_{*}+D_{*}\right)^{-1} N_{*}^{T}\left(\nabla F_{C}\left(x^{*}\right)\right)=\lambda_{J_{0}}^{*} .
\end{aligned}
$$

So

$$
\nabla F_{C}\left(x^{*}\right)+\sum_{j \in J_{0}} \lambda_{J_{0}}^{*} g_{j}\left(x^{*}\right)=0,\left(x^{*}, \lambda^{*}\right), \lambda^{*}= \begin{cases}\lambda_{J_{0}}^{*}, & J_{0},  \tag{3.2}\\ 0, & L \backslash J_{0},\end{cases}
$$

then $\left(x^{*}, \lambda^{*}\right)$ is K-T point pair of the problem (1.2). From Lemma 2.1 and the definition of the parameter $C_{k}$, it is easy to see that $x^{*}$ is K-T point of the problem (1.1).

Case B. $x^{k+1}=x^{k}+\lambda^{k} \widetilde{d}^{k}$ is generated by (2.14), $\forall k \in K$. Here, imitating the proof in [3], it holds that $x^{*}$ is also a K-T point of the problem (1.1).

In order to obtain the superlinear convergence rate, we make the following additional assumption.

H3.1. Assume $\left\{x^{k}\right\}$ exists a limit point $x^{*}$, and $\lim _{k \rightarrow \infty} H_{k}=\nabla_{x x}^{2} L$ $\left(x^{*}, u^{*}\right)$ which is positive definite. The second-order sufficiency conditions with strict complementary slackness are satisfied at the K-T point pair $\left(x^{*}, u^{*}\right)$.

Under the general analysis to SQP type methods, we have the following results.

Lemma 3.3. Under all stated assumptions, it holds that $x^{k} \rightarrow x^{*}$,
$d^{k} \rightarrow 0$. For $k$ large enough, there holds

$$
\begin{equation*}
L_{k}=\left\{j \in L \mid f_{j}\left(x^{k}\right)+f_{j}\left(x^{k}\right)^{T} d^{k}=0\right\} \equiv J_{*},\left\|\tilde{d}^{k}\right\|=O\left(\left\|d^{k}\right\|\right)^{2} \tag{3.3}
\end{equation*}
$$

Lemma 3.4. For $k$ large enough, the trust region iteration of the algorithm is always successful, i.e., $x^{k+1}=x^{k}+d^{k}+\tilde{d}^{k}$ is all generated by (2.9), the algorithm does not go to Step 7, Step 8 and Step 9.

According to Lemma 3.4, it is easy to obtain the superlinear convergence rate.

Theorem 3.2. Under all stated assumptions, the algorithm is superlinearly convergent, i.e., the sequence $\left\{x^{k}\right\}$ generated by the algorithm satisfies $\left\|x^{k+1}-x^{*}\right\|=o\left(\left\|x^{k}-x^{*}\right\|\right)$.
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