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Abstract

In this paper, an improved trust region algorithm is presented to solve
nonlinear equality and inequality constraints optimization by combining
with the SQP methods. Under some suitable conditions, the global
convergence and surperlinear convergence are obtained.

1. Introduction

We consider the following nonlinear programming with inequality
and equality constraints:

( )xf0min

( ) { },...,,1,0s.t. 1 ej mLjxf =∈≤

( ) { },...,,,0 12 mmLjxf ej +=∈= (1.1)

where .:, RRfRx n
j

n →∈  X denotes the feasible set.

Trust region methods have been proved theoretically and practically
to be effective for unconstrained and equality constrained optimization
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problems. However, relatively, there are few trust region methods which
were proved to be efficient for general constrained optimization (1.1). We
propose a modified version of the feasible trust region algorithm in [3] for
solving nonlinear programs with mix equality and inequality constraints.

In this paper, we consider a feasible decent SQP methods in [2]
combining with trust region techniques in [3, 6]. The main features of the
proposed algorithm are summarized as follows: (a) We obtain an
equivalent QP subproblem. It is different from that in [1, 7] which
dispenses with slack variables, and we use a merit function to convert the
equality constraints into the inequality constraints. (b) Motivated by the
ideas in [3], we combined trust region technique with the generalized
gradient projection, and its trust region is a general compact set
containing the origin as an interior point.

We introduce the penalty function which is given by Mayne and Polak
in [5].

( ) ( ) ( )∑
∈

−

2

0min
Lj

jkC xfCxfxF
k

 



( ) ,,0s.t. 21 LLLjxfj ∪

 

∈≤ (1.2)

where penalty parameter ,0>kC  and the feasible set of (1.2) {xX =+

( ) }.,0 LjxfR j
n ∈≤|∈

2. Description of Algorithm

Some basic assumptions are given as follows:

H2.1. The feasible set is nonempty, and the functions ( )xfj  are two-

times continuously differentiable.

H2.2. The vectors { ( ) ( )}xJjxfj ∈∇ ,  are linearly independent, here

.+∈ Xx

Denote active set ( ) { ( ) } ( ) ,0 2121 LxJLxfLjxJ j ∪∪

 

=|∈=  and make

some definitions as follows:

( ) ( ( ) ( )) ( ) ( ( ) ),,,...,,1 Jjxfxfxfxfxf jJ
T

m ∈==
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( ) ( ) ( ) ( ( ) ( ) ),,,, JjxfxgxgLjxfxg jjJjj ∈∇==∈∇=

{ ( ) ( ) },0=+|∈= kTk
j

k
jk dxgxfLjL

( ) { ( ) } ( ) ,,0, 212,1 LxJLxfLjxJ kk
jik

k ∪∪ ε≤≤ε−|∈=ε

 



( ) ( ) ( ) ( ) ( ( ) ).,, 0
1

k
k

j
kT

kk
T
k

kk
Jk JjxuxgNNNxuxgN

k
∈=−== − (2.1)

Lemma 2.1. If parameter ( ) ,, 2LjxuC k
jk ∈||>  then ( )kk ux ,  is the

K-T point pair of the problem (1.1), if and only if ( )k
j

kx λ,  is the K-T point

pair of the problem (1.2), and it holds that if ( ) ,,,1
k
j

k
jk

k uxJj λ=ε∈  and

if .,2 k
k
j

k
j CuLj −λ=∈

Proof. See the proof of Lemma 2.2 in [4].

Let Ω be a general compact set containing the origin as an interior
point, and .Rr ∈  Denote { }.Ω∈ω|ω=Ω rr  For the current iteration

point 0, >k
k rx  and Lagrange Hessian symmetric positive definite

matrix ,kH  we consider the following QP subproblem with trust region:

( ) ( ) ( ) dHddxFxfdq k
TTk

Ck k 2
1min 0 +∇+=

( ) ( ) ( ) .,,,0s.t. Ω∈ε=∈≤+ k
k

k
Tk

j
k

j rdxJJjdxgxf (2.2)

According to the definition of the K-T point, it is easy to obtain the
following result.

Lemma 2.2. If ,00 =kd  then kx  is the K-T point of the problem (2.2).

Furthermore, if ( ) ,, 2LjxuC k
jk ∈||>  then kx  is the K-T point of the

problem (1.1).

The formal structure of the algorithm is as follows:

Algorithm

Step 0. Initialization and date: Given parameters ( ),3,2,2 ∈τ>σ

( ) ψγ<δ∈βαδ>ψγ ,,1,0,,,0,  and δ small enough, ξψ>γ ,1  and C

small enough and large enough positive, Ω a general compact set
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containing the origin as an interior point ( ) .1...,,1 nT Re ∈=  Given a

starting point Xx ∈1  and an initial symmetric positive definite matrix

,1H  set .0,1 >ε=k

Step 1. Computation of an approximate active set :kJ

(i) Let ;,0 0, ε=ε= iki

(ii) Set

{ ( ) } ( ( ) ).,,0 ,,,, ik
k

jik
k

jikik JjxgAxfIjJ ∈=<≤ε−|∈= (2.3)

If ikA ,  is not of full rank, then set ,
2
1,1 1,, −ε=ε+= ikikii  and go to (ii).

Otherwise, let ,,, ,, iiAAJJ kikkikk ===  and go to step 2.

Step 2. Update parameter :kC

{ ( ) }
{ }





≥
<

=+∈||=
−−

−−
ε .,

,,,max
,max

11

11
2

kkk

kkkk
k

k
jk tCC

tCCt
CCLjxut

Step 3. Obtain the solution kd  by solving the problem (2.2).

Step 4. Compute ,kq∆  we define the predict reduction as follows:

( ) ( ) ( ) ( ) .
2
10 k

k
TkkTk

C
k

kkk dHddxFdqqq
k

−−∇=−=∆ (2.4)

If ,0=∆ kq  then kx  is K-T point of the problem (1.1), STOP. Otherwise,

compute the height order modified direction kd
~

 and kF0∆  as follows:

( ) ( ( ) ) ( ) ( ) ,,, 12 T
kkk

T
k

k
k

k
j

k
k NDNNxQQLjxfdiagxDD −+==∈==

( ) ( ) ( ),~
,,,, k

j
kTkT

k
kk

j
kk

jk edQdLjeeLj β−−=∈=∈β=β

( ( ) ) ( ).\,0;,1,\,0;, kk
k

kk
kk

j
k JJjJjeJLjJjdxf ∈∈=∈∈+=β (2.5)

Define the actual reduction as follows:

( ) ( ).~
0

kkk
C

k
Ck ddxFxFF

kk
++−=∆ (2.6)
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Step 5. If

( ) ,,0
~

,2
1

LjddxfdCdH kkk
j

kk
k ∈∀≤++≤ (2.7)

,, 0 δ≥
∆
∆

=ξ≥∆ σ

k

k
k

k
k q

F
Sdq (2.8)

set





γ≤γ

γ>γ
=γ++= +

+

,,

,,2
,

~
1

1

kk

kk
k

kkkk

S

S
ddxx (2.9)

and obtain the positive definite matrix 1+kH  by updating kH  using

quasi-Newton formulas. Set ,1: += kk  and go back to Step 1. If (2.7) and

(2.8) are not satisfied, then go to Step 6.

Step 6. If ,ψ<γk  go to Step 7. Otherwise, set ,
4
1: kk γ=γ  and go back

to Step 1.

Step 7. Compute a feasible decent direction :
~kd

( ) ( ) ,,0 kkn
k

k
k

k
k QNExPPxgQ −==−=π

( ) ( )
( )

,
,1

2
0

|π|+

ω+
=ρ=ρ

k
kT

k
k

kk
k

Cxe

xgP
x

( ) { ( ) } ( ) ( )∑ ∑
∈ ∈

+π−ππ−=ω=ω

1 2

,,max 2

Lj

k
jk

k
j

Lj

k
j

k
j

k
j

k
k xfCxfx (2.10)

( ) ( )

( )








∈ρ−−

≥π∈ρ−

<π∈ρ−−

=∈=

.,

,0,,

,0,,1

,,

2

1
2

1

Ljxf

Ljxf

Lj

VLjVV

k
k

j

k
jk

k
j

k
jk

k
j

k
j

k (2.11)

If ,0=ρk  then kx  is K-T point of the problem (1.1), STOP. Otherwise,

compute

( )
( )

.
12

~
0 






















π|+

ρ
++−ρ= e

e
vQxgPd

kT
kkT

k
k

kk
k (2.12)
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Step 8. Compute kλ  the first number λ in the sequence { ,,,1 2ββ

}...,3β  satisfying:

( ) ( ) ( ) ,
~~ kTk

C
k

C
kk

C dxFxFdxF
kkk

∇λα+≤λ+

( ) .,0
~

Ljdxf kk
j ∈∀≤λ+ (2.13)

Step 9. Set

.,
~

1
1

kk
kkkk dxx γ=γλ+= +

+ (2.14)

Set ,1: += kk  and go back to Step 1.

3. Convergence of Algorithm

Lemma 3.1. (i) Feasible point kx  is a K-T point of the problem (1.1),

if and only if ;0=ρk

(ii) ( ) ( ) { };0,
2
1~ 2 ∪k

k
kTk

j xJjdxg ∈ρ−≤

(iii) If { }kx  is bounded, then there exists ,00 >C  such that ( ) kTk
j dxg

~

( ) { }.0,
~ 2

0 ∪kk xJjdC ∈−≤

Lemma 3.2. If sequence { }kx  is bounded, then there exists ,00 >k

such that, for all .,
00 kk CCkk ≡≥  (We denote CCk ≡  in the remainder

of this paper.)

Theorem 3.1. Under assumptions H2.1, H2.2, the algorithm either

stops at a K-T point kx  of the problem (1.1) in finite iterations or

generates an infinite sequence { },kx  whose any accumulation point ∗x  is

a K-T point of the problem (1.1).

Proof. If the method stops at { },kx  from the algorithm, it is easy to

see that kx  is a K-T point of (1.1). Assume now that the algorithm

generates an infinite sequence { },kx  and ∗x  is a limit point, i.e., there

exists ( ),∞=KK  such that

.,,lim 0 KkJJxx k
k

Kk
∈∀≡= ∗

∈
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There is one of the following cases obtained:

Case A. kkkk ddxx
~1 ++=+  is generated by (2.9), .Kk∈∀  Firstly,

it is obvious that ( ).0
∗⊆= xJJJk  So, from K-T conditions, there exist

multipliers k
jλ  such that

( ) ( )∑
∈

=λ++∇

kJj

k
j

k
jkk

k
C xgdHxF .0 (3.1)

By the first inequality of (2.7), we have, for ,, ∞→∈ kKk  that

( ) ( ( ) )kk
k

C
T
kkk

T
k

k
J dHxFNDNN

k
+∇+−=λ −1

( ) ( ( )) .
0

1 ∗∗
∗

−
∗∗∗ λ=∇+−→ JC

TT xFNDNN

So

( ) ( ) ( )


λ=λλ=λ+∇

∗
∗∗∗∗

∈

∗∗ ∑ ,\,0
,,,,,0

0

00

0

0 JL

J
xxgxF J

j
Jj

JC (3.2)

then ( )∗∗ λ,x  is K-T point pair of the problem (1.2). From Lemma 2.1 and

the definition of the parameter ,kC  it is easy to see that ∗x  is K-T point

of the problem (1.1).

Case B. kkkk dxx
~1 λ+=+  is generated by (2.14), .Kk ∈∀  Here,

imitating the proof in [3], it holds that ∗x  is also a K-T point of the

problem (1.1).

In order to obtain the superlinear convergence rate, we make the
following additional assumption.

H3.1. Assume { }kx  exists a limit point ,∗x  and LH xxk
k

2lim ∇=
∞→

( )∗∗ ux ,  which is positive definite. The second-order sufficiency

conditions with strict complementary slackness are satisfied at the K-T

point pair ( )., ∗∗ ux

Under the general analysis to SQP type methods, we have the
following results.

Lemma 3.3. Under all stated assumptions, it holds that ,∗→ xxk
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.0→kd  For k large enough, there holds

{ ( ) ( ) } ( ) .
~

,0 2kkkTk
j

k
jk dOdJdxfxfLjL =≡=+|∈= ∗ (3.3)

Lemma 3.4. For k large enough, the trust region iteration of the

algorithm is always successful, i.e., kkkk ddxx
~1 ++=+  is all generated

by (2.9), the algorithm does not go to Step 7, Step 8 and Step 9.

According to Lemma 3.4, it is easy to obtain the superlinear
convergence rate.

Theorem 3.2. Under all stated assumptions, the algorithm is

superlinearly convergent, i.e., the sequence { }kx  generated by the

algorithm satisfies ( ).1 ∗∗+ −=− xxoxx kk
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