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Abstract

In this paper with the usage of theory of large deviations the problem

proposed by R. Dobrushin for 2>M  hypotheses testing is solved. We

notice Sanov’s theorem and its applications in hypotheses testing and
show that this method of investigation for the problem is easier and
gives identical results as in [5].

1. Introduction

We shall present illustrations of usefulness of application of theory of
large deviations to investigation of the logarithmically asymptotically
optimal (LAO) testing of statistical hypotheses. Many papers were

devoted to the study of exponential decrease, as the sample size N goes to

infinity, of the error probabilities ( )N
1α  of the first kind and ( )N

2α  of the

second kind of the optimal tests for two simple statistical hypotheses.

In case of the fixed probability ( )
11 α=α N  Stain’s lemma determines

the exponential rate of convergence to zero of the error probability of the

second kind ( )N
2α  as N goes to infinity. In the book of Csiszár and Shields
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[3] for independent identically distributed observations different
asymptotical aspects of two hypotheses testing are considered via theory
of large deviations.

In [5] Haroutunian solve the problem proposed by R. Dobrushin for

the case 2>M  hypotheses. In the present paper we introduce the proof
of this theorem by using Sanov’s theorem.

In the next section we shall express notations, basic concepts and
theorem of Sanov and also in Section 3 we shall present the result and its
proof.

2. Preliminaries

At first we review the technical background of the method of types.

Assume that X is a finite set of the size .X  The set of all probability

distributions (PDs) on X is denoted by ( ).XP  For PD’s, P and Q, ( )PH

denotes entropy and ( )QPD ||  denotes information divergence (or the

Kullback-Leibler distance)

( ) ( ) ( ) ( ) ( ) ( )
( )∑ ∑

∈ ∈

||−
X Xx x

xQ
xPxPQPDxPxPPH .log,log 

In this paper we use exps and logs at base 2. We also consider the

standard conventions that ,00log0 = ,0
0
0log0 =  ∞=

0
log PP  if .0>P

The type of a vector ( ) N
Nxxx X∈= ...,,, 21x  is the empirical

distribution given by ( ) ( )x|⋅− xNNxQ 1  for all ,X∈x  where ( )x|xN

denotes the number of occurrences of x in x.

The subset of ( )XP  consisting of the possible types of sequences

NX∈x  is denoted by ( ).XPN  For ( )XPNQ ∈  the set of sequences of

type class Q is denoted by ( ).XN
QT

The probability that N independent drawings from ( )XP∈P  give

,NX∈x  is denoted by ( ).xNP  If ( ),xx N
QT∈  then
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( ) ( ) ( ) ( ) ( )[ ]{ }∏
∈

||+−=
Xx

xNQN PQDQHNxPP .expx

Lemma ([3], [4]). (a) The number of types of length N for sequences

grows at most polynomially with N:

( ) ( ) .1 XXP +< NN

(b) For any type ( )XPNQ ∈  we have:

( ) ( ){ } ( ) ( ){ }.expexp1 QNHQNHN N
Q ≤≤+ − XTX

(c) For any PD ( )XP∈P  we have:

( )
( )

( ){ },exp PQND
Q

P
N

N
||−=

x

x   if  ( ),Xx N
QT∈

and

( ) ( ){ } ( ( )) ( ){ }.expexp1 PQNDPPQNDN N
Q

N ||−≤≤||−+ − XTX

Theorem 1 (Sanov’s theorem [3], [4]). Let A be a set of distributions

from P such that its closure is equal to the closure of its interior. Then for

the empirical distribution xQ  of a vector x from a strictly positive

distribution P on :X

( ) ( ).inflog1lim PQDQP
N QN

||=




 ∈−

∈∞→ xx
x A

A

Proof. Let .NN PAA ∩  Then from above Lemma, upper and

lower bounds for all finite N are deduced. By the upper bound of Lemma
we can write:

( ) ( )












=∈

∈
∪

NQ

N
Q

N
N XPQP

A

TA
x

xx

( ( ))∑
∈

=
NQ

N
Q

N XP
A

T
x

x

( ){ }∑
∈

||−≤
NQ

PQND
Ax

xexp

( ) { ( )}PQDNN
NQ

||−+≤
∈ x

x A
X infexp1
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and also lower bound is:

 ( ) ( ( ))∑
∈

=∈
NQ

N
Q

N
N XPQP

A

TA
x

xx

( ) ( ){ }∑
∈

− ||−+≥
NQ

PQNDN
A

X

x

xexp1

( ) { ( )}.infexp1 PQDNN
NQ

||−+≥
∈

−
x

x A
X

Since ( ) 01loglim 1 =+−
∞→

XNN
N

 and ( )PQD ||x  is continuous in Q, the

hypotheses on A implies that ( )PQD
NQ ||∈ xx A  is arbitrarily close to

( )PQDQ ||∈ xx A  if N is large. The proof is complete.

3. Problem Statement and Formulation of Results

The problem of many hypotheses testing is the following. Let =X
{ }K...,,2,1  be the finite set such that M incompatible hypotheses

MHHH ...,,, 21  consist in that the random variable X taking values on X

has correspondingly one of the M distributions ....,,, 21 MPPP  For

decision making N independent experiences are carried out. When mH  is

true, the sample ( )Nxxx ...,,, 21=x  of the experiments results has the

probability

( ) ( )∏
=

=
N

i
im

N
m MmxPP

1

.,1,x

By means of non-randomized test ( )xNϕ  and on the basis of a sample

x of length N, we must accept one of the hypotheses. For this aim we can

divide the sample space NX  on M disjoint subsets

( ){ } .,1,: MmmN
N
m ==ϕ xxA

The probability of the erroneous acceptance of hypotheses lH

provided that hypotheses mH  is true, for lm ≠  is denoted:

( ) ( ) ( )∑
∈

| =ϕα
N
l

N
m

N
l

N
mN

N
lm PP

A

A

x

x .
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For lm =  we denote by ( )N
N

mm ϕα |  the probability to reject mH  when it

is true:

( ) ( )∑
≠

|| ϕαϕα
ml

N
N

lmN
N

mm . (1)

The matrix ( ) { ( )}N
N

lmN ϕαϕ |A  is called power of the test.

We consider the rates of exponential decrease of the error
probabilities and call them reliabilities

( ) ( ).log1lim NlmNlm N
E ϕα−ϕ |∞→|  (2)

The matrix ( ) { ( )}ϕ=ϕ | lmEE  is called the reliability matrix of the tests

sequences ϕ:

( ) .

1

1

1111



























=ϕ

|||

|||

|||

MMMM

Mmmm

M

EEE

EEE

EEE

E

The problem is to find the matrix E with largest elements, which can be

achieved by tests when a part of elements of the matrix E is fixed.
According to (1) and (2) we can derive that:

.min lmmlmm EE |≠| = (3)

Definition. The test sequence ( )...,, 21 ϕϕ=ϕ∗  is called LAO if for

given values of the elements 1111 ...,, −|−| MMEE  it provides maximal

values for all other elements of ( ).∗ϕE

Our aim is to define conditions on 1111 ...,, −|−| MMEE  under which

there exists LAO sequence of tests ∗ϕ  and show how other elements

( )∗| ϕlmE  for the matrix ( )∗ϕE  can be found from them.
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Consider for a given positive and finite 1111 ...,, −|−| MMEE  the

following family of regions:

{ ( ) } ,1,1,: −=≤|| | MlEPQDQ llll R (4)

{ ( ) },1,1,: −=>|| | MlEPQDQ lllM R (5)

( ) Mll
N
l ,1, =XPRR ∩ (6)

and the following numbers:

( ) ,1,1, −=||
∗
|

∗
| MlEEEE llllllll  (7)

( ) ( )( ) ,1,1,,,1,inf −=≠=||
∈|

∗
|

∗
| MllmMmPQDEEE mQlllmlm

lR
 (8)

( ) ( )( ) ,1,1,inf...,, 11 −=||
∈−|−|

∗
|

∗
| MmPQDEEEE mQMMllMmMm

lR
 (9)

( ) .min...,,
1,1

11 lM
Ml

MMllMMMM EEEEE |
−=

−|−|
∗

|
∗

|  (10)

lmE |  can be equal to ∞, this can happen when some measures are not

absolutely continuous one relative to the others.

Now we explain application of Sanov’s theorem in hypotheses testing.

We know that with assumption ,lRA =  mPP =  in Sanov’s theorem

for conditions (4)-(6), (7)-(10) we have (see Figure 1)

Figure 1. Interpretation of the construction of the test.

( ) ( )mQlmN
PQDQP

N l
||=∈−

∈∞→ R
R inflog1lim (11)
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and also

( ) ( ).log1limlog1lim ∗
|∞→∞→
ϕα−=∈− lmNlmN N

QP
N

R (12)

We introduce also ,21
NN yy ≈  when ( ) ( ) ,21 N

NN ygyg ε+=  where 0→εN

for .∞→N  Now using (11) and (12) we can write

( ) ( ).inf mQlm PQDE
l

||≈ϕ
∈

∗
| R

(13)

Therefore the value of:

( ) ( ( )) ( ( )).expinfexp ∗
|∈

∗
| ϕ−≈||−≈ϕα NlmmQNlm NEPQDN

lR
(14)

In fact the error ( )Nlm ϕα |  still goes to zero with exponential rate

( )mQ
PQD

l
||

∈R
inf  for mP  not in the set of .lR

Theorem 1. For fixed on finite set X, family of distributions

MPP ...,,1  the following two statements hold: If the positive finite

numbers 1111 ...,, −|−| MMEE  satisfy conditions:

( ),min 1
,2

11 PPDE l
Ml

||<
=

|

( ) ( ) 1,2,min,minmin
,11,1

−=






 ||<
+=

|
∗
|

−=
| MmPPDEEE ml

Mml
lllm

ml
MM (15)

hence:

(a) There exists a LAO sequence of tests ,∗ϕN  the reliability matrix of

which { ( )}∗∗
|

∗ ϕ= lmEE  is defined in (7)-(10), and all elements ∗
|mmE  of it

are positive.

(b) Even if one of conditions (15) is violated, then the reliability matrix

of an arbitrary test necessarily has an element equal to zero, (the

corresponding error probability does not tend exponentially to zero).

Proof. At first we remark that ( ) ,0>|| ml PPD  for .ml ≠  That is all

measures ,lP  Ml ,1=  are distinct. Now we prove the sufficiency of the
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conditions (15). Consider the following sequence of tests ∗ϕ  given by the

sets

∪
N
lRQ

N
Q

N
l Ml

∈

== .,1,TB (16)

The sets ,N
lB  Ml ,1=  satisfies conditions to give test, by means:

∩ ,, mlN
m

N
l ≠∅=BB

and

∪
M

l

NN
l

1

.
=

= XB

Now let us show that exponent ( )∗| ϕmmE  for sequence of tests ∗ϕ

defined in (16) is not less than .mmE |  We know from Lemma that:

( ){ }QNHN
Q exp≈T

and

( ) ( )( ){ } MmPQDNP N
Q

N ,1,exp =||−≈T

and also with (14) we have

( ) { },exp mm
N

mm NE |
∗

| −≈ϕα

and

( ) { ( )} ,,,1,,1,exp lmMmMlENE mmlm
N

lm ≠==−≈ϕα |
∗
|

∗
|

( ) { ( )} .1,1,,...,,exp 1111 −==−≈ϕα −|−|
∗
|

∗
| MmMlEENE MMMm

N
Mm

And at last for Mlm ==  we have:

( ) { ( )}....,,exp 1111 −|−|
∗

|
∗

| −≈ϕα MMMM
N

MM EENE

With using (15) we know that all ∗
| lmE  are strictly positive. The proof of

part (a) will be finished if one demonstrates that the sequence of the test
∗ϕ  is LAO, that is at given finite 1111 ...,, −|−| MMEE  for any other

sequence of tests ∗∗ϕ
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( ) ( ) .,1,, MlmEE lmlm =ϕ≤ϕ ∗∗
|

∗∗∗
|

For this purpose it is sufficient to see that the sequence of tests

asymptotically does not became better if the sets N
mB  will not be union of

some number of whole types ,N
QT  in other words, if a test ∗∗ϕ  is defined,

for example, by sets N
M

N GG ...,,1  and, in addition, Q is such that

.0 N
Q

N
Q

N
l TTG ≈< ∩

The test ∗∗ϕ  will not became worse if instead of the set N
lG  one takes

N
Q

N
l TG ∩  correspondingly decreasing the sets, which had nonempty

intersection with ,N
QT  and at last we prove the necessity of the condition

(15). It is just now shown that if the sequence of the tests is LAO, then it
can be given by sets of (16) form. But the non-fulfillment of the conditions
(15) is equivalent either to violation of (3) or to equality to zero some of

∗
| lmE  given in (15), and this again contradicts with (3) because ,mmE |

,1,1 −= Mm  must be positive.

4. Remarks

(1) After the change of hypotheses enumeration the theorem remains
valid with corresponding changes in conditions (15).

(2) The maximal likelihood test accepts the hypotheses maximising

the probability of sample x in fact

( ).maxarg xN
rr

Pr =∗

But it follows from equation ( ) ( ) ( )[ ]{ }r
N

r PQDQHNP ||+−expx  that at

the same time ( ).minarg rr PQDr ||=∗  In fact the principle of maximum

of likelihood is equivalent to the principle of minimum of Kullback-
Leibler distance.

(3) Instead of the diagonal elements of the reliability matrix it is
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possible to give finite values to the one arbitrary element in each of the

first 1−M  columns. Assumption equalities in (8) as equations, and
taking into account the monotone decrease and continuity, when they are

finite, of function, defined in (8), it is possible to find a unique llE |  for

given ,lmE |  .1,1 −= Ml  It is not difficult to reestablish the

compatibility conditions, in which matrix E has all positive elements. For
further computation of the reliability matrix elements it will be necessary

to replace the infinite values of the obtained llE |  by arbitrary large, but

finite ones.
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