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Abstract

In this paper, we introduce a class of analytic functions M;f[A, B]
defined by a new integral operator I;'ff, where I)?f(z) = f(z), I}Lf(z) =

1

I

Azt

272 _ 200y = 1. ([L ey —
[0 Wdt=1fe), 2>0, @) = L) - L) =

I;L(I{‘_lf(z)), n € N. Using differential subordinations, certain results

concerning inclusion relation, integral operator defined on this class and

other results are given.

1. Introduction

Let H(U) be the set of all analytic functions in the open unit disc
U={zeC:|z|<1} and let A be the class of analytic functions of the

form

[ee)

f(z)=z+ Zakzk, (z e U). (1.1)

k=2
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The Hadamard product or Convolution of two power series f(z) = z +

0 0
Zakzk and g(z)=2z+ Zbkzk is defined [2] as the power series
k=2 k=2

(f*8)e) =2+ Y apbpz".
k=2

An analytic function f(z) on U is said to be subordinate to an analytic
function g(z) on U (written f(z) < g(z)) if g(z) is univalent, f(0) = g(0)
and f(U) < g(U), but if g(z) is not univalent we say that f(z) is
subordinate to g(z) [4], if f(z) = g(¢(z)), z e U, for some analytic
function ¢(z) with ¢(0)=0 and |¢(z)| <1, z e U. For an analytic
function f(z) given by (1.1), Salagean [6] defined the integral operator

I'f, ne Ny = NU{0}, by
1°f(2) = f(2)

1) = | O@ dt = If(2)

I'f(z) = II"Yf(2)), z e U.

Thus
I"f(z) =z + Zk_”akzk.
k=2

Further, the integral operator I"” can be written

I'f(2) = (b xh - *hx f)(2),

ntimes
where h(z) = —log(1 - z).

For an analytic function f(z) given by (1.1), Al-Oboudi differential

operator D', n € Ny, A > 0 is defined [1] by
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DYf(2) = f(2)
Dif(z) = (1 - M)f(2) + 22f'(z) = D, f(2)

Dl'f(z) = D, (D} f(2)), neN
Thus

0

DMf(z) = z + 2(1 +mMk -1)auz*, neNg.
k=2

Now we shall define an integral operator, which generalize Salagean

integral operator.

2. Definitions

Definition 2.1. Let f(z) € A. We define the integral operator I}'f,
n € Ny, L >0, by

If(z) = f(2),

P
1@ = —— [ 7 0d = L1

Azt
2 1 2 -2 1
Bfe) = —— [ 0 Bt
- 0

rzh

1 21, 3

Ifle) = —— j I de, noe N 2.1)
—-190
Azh
Remark 2.1. If f(z) € A, then I}'f(z) =2+  — 2k
» 2y 1+ 1k - 1)

Remark 2.2. If X = 1, then we get the Salagean integral operator.
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Remark 2.3. If f(z) € A, then ['(D;'f(z)) = D (I;'f(2)) = f(2).

Remark 2.4. If f(z) € A, then I} (I]'f(z)) = I f(z), n, m € Ny,

Remark 2.5.If f(z) e A and g(z) = ZZFl(l, %; %+ 1; 2), then

Lf(z)=(g*g*-*g*f)(2), (2.2)

ntimes

a-b al@+1)-b(b+1) 2
T.c°™ 2!-¢(c +1) 2

for any real or complex numbers a, b and ¢, (c # 0, -1, -2, ...) is called the

where the function 4 Fj(a, b; ¢; 2) =1+

hypergeometric series which represents an analytic function in U. If

A =1, then 22171(1, %; %+ 1; 2) = —Log(1 - 2).

Remark 2.6. If f(z) € A and the integral operator I} f(z) is given by
(2.1), then

f(z) = 0= ) IPf(E) + 22 (2)) 2.3)

Using the operator [ ,){ , we now introduce a subclass of A as follows:

Definition 2.2. A function f(z) e A is said to be in the class

MZ}A, B] (-1 < B < A<1) if and only if

I'f(z) _1+4z
I{Hrlf(z) 1+ Bz’

(2.49)
for z € U, where the symbol ‘<’ stand for subordination. Let

ML - 2a, -1] = M} (o),

where M7 (a) denotes the class of functions f(z) € A, which satisfies the

condition

Re(%}>a, 0O<a<1,A>0,zeU,).
I f(z)
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3. Preliminary Lemmas

Lemma 3.1 [3]. Let B, y € C, let h(z) € H({U) be convex univalent in
U, with h(0)=1 and ReBh(z)+7y)>0, zeU and let p(z) e HU),

p(z) =1+ pyz + pez® +---. Then

p(2) + %ﬁ)y < h(z) = plz) < h(2). 3.1)

If the differential equation

292 _ 0, _
Q(Z)"' BCI(Z)"‘ v = h( )’ Q(O) 1

has a univalent solution q(z), then
p(z) < q(z) < h(2),

and q(z) is the best dominant (i.e., p(z) < q(z) for all p(z) satisfying
(3.1) and if p(z) < s(z), then q(z) < s(z)).

Lemma 3.2 [5]. If -1 < B< A <1, B > 0 and the complex number y

1-A

=B then the differential equation

satisfy that Re(y) > —B

zq'(z) 1+ Az
q(z) + Bg(z)+y 1+ Bz

has a univalent solution in U given by

P+ BZ)B(%) T
BI:tﬁ+V‘1(1 + Bt)ﬁ(%)dt g

z) = 3.2
q(2) o e (3.2)

¥
BJ. ? per-igparg, P
0

If p(z) is analytic in U and satisfies

zp'(z) _1+4z
Bp(z)+y 1+ Bz’

p(z) + (z e U)
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then

1+ Az
1+ Bz

p(z) < q(z) <
and q(z) is the best dominant.

Lemma 3.3 [8]. Let p be a positive measure on the unit interval [0, 1].
Let g(t, z) be an analytic function in U, for each t € [0, 1], and integrable
in t for each z e U and for almost all t € [0,1], and suppose that
1 1
> , Jor
5.2 gt

1 1 1
|z| <r and ¢t €[0,1]. If g(z)= jog(t, 2)du(t), then Re% > 2

Reg(t,z)>0 on U, gt -r) is real and Re

|z| <

Lemma 3.4 [7]. For real or complex numbers a, b and c
(¢ #0,-1,-2,...), Re(c) > Re(b) > 0, we have

I:tbl(l - t)c_b_l(l —tz) 4dt = MQFl(a, b; c; z), (3.3)

I(c)
9Fi(a, b; ¢; z) = 9F (b, a; ¢; 2), (3.4)
9F(a,b;¢2)=(1-2)¢ 2F1(a, c-b;¢ ﬁ), (3.5)

b+1)9F (1, 0;6+1;2)=(b+1)+bzoF(1,b+1;b+2;2). (3.6)

Lemma 3.5. Let h(z) be convex univalent in U, with h(0) =1 and
Re(h(z)) > 0, and let f(z) € A. Then

Bre) o BYE |, . .
) < h(z) = 7%(2) < Nhz), zel. (3.7)

Proof. Let
p(z) = LfG) (3.8)

I2%f(2)
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Then p(z) is analytic in U and p(z) =1+ pyz + p222 + --+. Logarithmic
differentiation of both sides of (3.8) gives

rep'(z) _ 22 G) e E)
P BTE) B

From (2.3) we obtain

() _ L)

%p(z) I f(z)

p(z) +

Using Lemma 3.1, for p = %, vy = 0 we obtain

M < h(Z)

L2 f(2)
4. Main Results

Theorem 4.1.
MI[A, Bl ¢ MIHLA, B.

Proof. Let f(z) e M}[A, B]. Then from (2.4) and Lemma 3.5, by

1+ Az

1T+ B we have

choosing h(z) =

Iife)  1+4z IM(z) L l+4z
I{”lf(z) 1+ Bz Iﬁ”f(z) 1+ Bz’

hence f(z) € M}[A, B], which is the required result.

We also have a better result than Theorem 4.1.

Theorem 4.2. Let (-(1<B<A<1), >0 and neNy. If f(z)e
M2[A, B], then

L (C) N
1) Qe

(4.1)
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where
%)
J‘l ——1(1+th) B di. B=x0
Qz) - 2 1 1+ Bz (4.2)
1,1 A(t-1)
lJ. L e7‘ Zdt, B=0
Ao

and q(z) is the best dominant of (4.1). Furthermore, if 1 + % >0 with

B < 0, then

MR[A, Bl € My (py(4, B, 1), (4.3)

where

1(B-A\1 , B \!
pl(A, B, 7\,) = (gFl(l, x( B ), x +1; ﬁ)) .

The result is best possible.

Proof. Let [ € M}[A, B], and let

n+1
p(2) = L /@)

- (4.4)
In+2f( )

Then p is analytic in U and p(0) = 1. Making use of the logarithmic

differentiation on both sides of (4.4) and simplifying the resulting
equation, we deduce that

2p'(z)  Lf(z) 1+ Az
1, e,y 1+ Bz
Ip(z) I f(z)

p(z) + (4.5)

By Lemma 3.2, we obtain

1+ Az

p(z) < q(z) < 1+ B2’

where ¢(z) is the best dominant of (4.5) and is given by (3.2) for B = %

and y = 0. Now, rewriting q(z) by changing the variables, we get
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67
p(z) < @7'(2) = q(2).
Next we show that
inf, Refd(2)} = 4(-1). (4.6)

Ifweseta:%(%), b:%andc:b+1, then ¢ > b > 0. From

(4.2) by using (3.3) and (3.4) we see that, for B # 0

A1+ Bz S

Q(Z) = ZFI(L a, 1+ l Bz )
1 1
To prove (4.6), we show that Re(

A
W\)Zm, z e U. For 1+ﬁ

>0 and B < 0 (sothat ¢ > a > 0) we can rewrite (4.7) as
1
Q@) = | &t 2)au).

where i is a positive measure on [0, 1], g(¢, z) is an analytic function in

U for t € [0, 1] and integrable in ¢ for each z € U and for almost all
t €0, 1].

For B < 0, we have Re{g(¢, 2)} > 0, g(¢, —-r) is real for 0 <r <1,
t €0, 1] and

1 o 1+@0-t)Bz _1-(1-8)Br 1
Reg(t, z)_Re 1+Bz - 1-Br © g, -r)’

for |z| <r<1andtel0,1]

Therefore by using Lemma 3.3 and by letting r — 17, we obtain

This by (4.1) leads to (4.3)

If we put A=1-20 (0 <a<1) and B = -1 in Theorem 4.2, then
we obtain
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Corollary 4.1. Let 0 < oo <1,A > 0,20 >1-XA and n € Ny. Then

M (o) € MF(B(a, 1)),

where B(a, A) is given by

Bla, ) = {2F1(1, %(1 - a); %+ 1; %)}

The result is the best possible.

For a function f e A, the function F () is defined by

Fo(2) = Mz—tl j: () dt, (4.8)

where p+1 >0,z € U and

u —
n+l
_ SRk
_{z+zu+kz ]*f(z)
k=2
=z+ i ptl apz”.
=t k
It is easy to see that
20 F,(2) = (u+ 1) Lf(2) - wIiF i (2). (4.9

Theorem 4.3. Let -1 < B< A <1 and

x(u+1)—12—1‘—A. (4.10)

() If f(z) e M;[A, B], then the function F,(z) defined by (4.8)

satisfies

L7 ()
LHF ()

) Q11(2) — (M +1)=1) = q(2), (4.11)
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where
1(A-B
J‘lﬁ 1+ Bzt I( B
oM\ 1+ Bz

1,m
.[ 1 pAt-1)zg, B=0
o

)dt, B=#0

Qi(2) = (4.12)

and q;(z) is the best dominant of (4.11).

(i) If in addition to (4.10), % >1-Mu+2) with B <0, then for

f(2) € M}[A, B] we have F(z) € Mj(ps(A, B, A, p)), where

B-A)/B B
2F1(1, —( n )/ ,},l+2—

pZ(A’ B, %, “) = 7»(” . 1) - (?\.(u + 1) - ]_).
507)

The result is best possible.

Proof. Let f(z) e M}[A, B] and

pe) = s

= =0 4.13
F(2) 19

Then p(z) is analytic in U and p(0) = 1. Using (2.3) and (4.9) in (4.13),

we get

Ae(IF2F L (2) + (- ) (IP2F () A +1)

(I (2) + (1 - W) (I 2f(z) PR+ (Mu+1)-1)] (4.14)

Since f(z) e M}[A, B], we note that I}'*'f(z) # 0 in U. Logarithmic
differentiation of both sides of (4.14) with using (2.3), we have

zp'(z) - IMf(z) L+ Az

- . (4.15)
TPy () -1) TR

p(z) +



70 F. M. AL-OBOUDI and Z. M. AL-QAHTANI

Using Lemma 3.2, we obtain

Pe) < G1(2) = iy~ (M + ) - 1) < 157

where @;(z) is given by (4.12) and q(z) is the best dominant of (4.15).
Proceeding as in Theorem 4.2 the second part follows.
Putting A =1 -2a and B = -1 in Theorem 4.3, we have
Corollary 4.2. Let 0 <a <1, Mu+1)>20-a). If f(z) e Mi(a),

then F(z) € M} (ps(a, p, 1)), where

pa(0, 1, ) = Mp+1) g—am+n—n

2 . L1
2F1(1, X(l—ot), },l+2, 9
The result is best possible.

Theorem 4.4. () If f(z) € Mj[A, B], then the function F(z)
defined by (4.8), satisfies

A+(p-(1-2)B
Bofe) . 1 g6~ ) (4.16)
0, () M D@E P 1+ Bz o

where Q(z) is given by (4.12) and qy(z) is the best dominant of (4.16).

(1) If in addition to (4.10), % >1-Mu+2), and B <0, then for

f e M}[A, B], we have

{0 [l {252 2 52

The result is best possible.

Proof. Let

p(z) ) (4.17)
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Then p(z) is analytic and p(0) = 1. Making use of the logarithmic

differentiation on both sides of (4.17) and using (4.9) and (2.3), we deduce
that

ITf(z) _ hep'(2)
*fz)  pR)

+ (@ =2) = Ap) + Mp + 1) p(2).

Let
P(z) = (1 = %) = Ap) + Mu + 1) p(2).
Then
Iif=) _ P() zP'(z) 1+ Az
Y (2) : S P(2)+ o (= (1-2)) CTe B

By using Lemma 3.2, we deduce that

1+ Az

P(e) < gle) < 142,

(4.18)

where ¢(z) is the best dominant of (4.18) and is given by (3.2), for B = %,
and y = %(Xu - (1-12)), we have

(=) = ) + Mu + 1) p(z) < @— (Ap - (1-2) <

By simplifying (4.19) we get (4.16).

1 4z 419

+ Bz

To prove the second part of this theorem we proceed as in Theorem
4.2.
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