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Abstract

A unified approach to monotone iterative technique, concerning the
existence of coupled maximal and minimal solutions of the dynamical
systems, is extended to the case which involves a nonlinear term
admitting a composition of a non-monotone part and two monotone
parts.

1. Introduction

The investigation of the constructive procedure for obtaining the
solutions of the nonlinear problems is undergoing rapid development, as
the method of lower and upper solutions coupled with the monotone
iterative technique is applied in a wide variety of fields.

An excellent and comprehensive introduction [2], presented some

results of the monotone method, in which the nonlinear term is

2000 Mathematics Subject Classification: 65105, 34A45.

Keywords and phrases: initial value problems, monotone iterative technique, lower and
upper solutions.

Received May 25, 2006
© 2007 Pushpa Publishing House



182 PEIGUANG WANG and HAIXIA WU

nonincreasing or nondecreasing, or could be made nondecreasing by
adding a linear function. Recently, the monotone method was effectively
generalized and extended for the nonlinear term involving the difference
of two monotone functions and we refer the reader to [1, 3, 4]. This
motivates us to attempt a generalized monotone method under two types
of coupled upper and lower solutions, with less restrictive assumptions on
the nonlinear term. That is, by not demanding the nonlinear term to be
the difference of two monotone parts, we should consider the following

initial value problem:
u' =F(t u)= [ u)— g, u)+ht, u), u)=uy, ted=][0,T] (1.1)

where T' > 0, F € C[J x R, R], f(¢, u) and g(¢, u) are nondecreasing in
u, and h(t, u) is non-monotone in w.

Consequently, the paper is organized as follows. In Section 2, the
possibility of upper and lower solutions for the initial value problem (1.1),
which are going to play a fundamental role in the subsequent parts,
should be introduced. In Section 3, by employing the diverse iterative
schemes, we consider coupled upper and lower solutions of Type (Ia) and

(Ib), and discuss two sequences converging to coupled minimal and

maximal solutions, respectively.
2. Preliminaries

Consider the initial value problem
u' = f(¢, u)— g(t, u)+ ht, u), u0)=uy, ted=][0,T], (2.1)
where f, g, h € C[J x R, R], f and g are nondecreasing in u, uniformly in ¢.
Definition 2.1. With respect to problem (2.1), the functions o, p €
C[J, R] are
(1) natural lower and upper solutions if

’

a' < ft, o) - g(t, o) + A, o), a(0) < ugy,

A

ﬁ, f(t’ B) - g(t’ B) + h(t7 ﬁ)’ B(O) = Uop,
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(1) coupled lower and upper solutions of Type (Ia) if
o' < f(¢ o) — g(t, B) + Alt, o), a(0) < ug,
B = f(t, B) - 8(t, o) + Alt, B), B(O) = uo,
(ii1) coupled lower and upper solutions of Type (Ib) if
a' < f(t, o) - g(t, B) + hlt, B), a(0) < u,
B> f(t, B) - &(t, o) + h(t, o), B0) = uo,
(iv) coupled lower and upper solutions of Type (I1a) if
a' < f(t, B) - &(t, o) + hlt, B), a(0) < u,
B> ft, o) - g(t, B) + At, &), B(O) > u,
(v) coupled lower and upper solutions of Type (IIb) if
a' < f(t, B) - g(t, o) + Alt, o), a(0) < ug,
B' = f(t, o) - &(t, B) + Alt, B), B(O) = uo,
(vi) coupled lower and upper solutions of Type (I1Ia) if
o' < f(¢, o) — g(t, a)+ A, B), a0) < ugp,
B = f(t, B) - g(t, B)+ hlt, o), B0) = uy,
(vii) coupled lower and upper solutions of Type (IIIb) if
a' < f(t, B) - gt B) + hlt, o), a(0) < uy,
B' = f(t, o) - g(t, o) + h(z, B), B(0) = uo,
(viii) coupled lower and upper solutions of Type (IIlc) if
a’' < f(t, B) - &(t, B) + hlt, B), a(0) < uo,

B, 2 f(t’ 0‘) - g(t’ 0‘) + h(t’ OL), B(O) 2 Ugp,

respectively.

183

Our attempt is to create iterative techniques converging maximal and

minimal solutions for the initial value problem (2.1). We shall take a
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unified approach, considering all eight possible types of coupled lower
and upper solutions, a and B described in the above definition. In fact,
corresponding to each type of lower and upper solutions, after the line of
brief analysis [3], we could immediately conclude that only four of these

possible sequences are meaningful. The four sequences considered are

{a'n-kl = f(t, 0Ln,) - g(t, 0Ln) + h(tr O(n)’ OLn-*—l(o) = Ug, 2.2)
Bt = £lt, Bu) = 8lt, @) + At B, Ba(0) = wo, |
{a'n-kl = f(t, 0Ln,) - g(tr 0Ln) + h(t7 ﬁn)r 0Ln+1(0) = Ug,

(2.3)
B’n+1 = f(t’ Bn) - g(t’ OLn) + h(t’ O‘n)’ Bn+1(0) = Up,
{a'n-kl = f(ta Bn) - g(tr 0Ln) + h(t7 ﬁn)7 0Ln+1(0) = Ug,

(2.4
B’n+1 = f(t’ 0Ln)_ g(t’ 0Ln)"‘ h(t’ OLn)’ Bn+1(0) = Ug,
{a'n-kl = f(ta Bn) - g(tr O(n) + h(t7 OLn)r 0Ln+1(0) = Ug,

(2.5)
B’n+1 = f(t’ 0Ln) - g(t’ ﬁn) + h(t’ Bn)’ Bn+1(0) = Up-

Theorem 2.1. For initial value problem (2.1), assume that

(A1) 0g, Bg € ct [, R] are coupled lower and upper solutions of Type
(Ia) such that aqg < Bg, t € J;

(A2) h(t, uy) — h(t, ug) = M(u; —ug), for ag < ug <u; < By, M > 0.

Then there exist monotone sequences o, (t) and B, (t) on J such that
a,(t) = ot) and B,(t) — B() uniformly and monotonically and (a, B)

are coupled minimal and maximal solutions to problem (2.1), respectively.
That is, (a, B) satisfy

{OL’ = f(t’ 0') - g(t’ B) + h(t9 OL), (X(O) = U,
(2.6)

B' = f(t, B) - (¢, &) + Alz, B), B(O) = uy,
where the iterative scheme is defined by (2.2).

Proof. Since f, g and h are continuous functions on J x R, the

solutions to (2.2) exist and are unique on ¢/ for all n > 1.
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We first claim that () > a((t) on /.
For the purpose, let p(t) = o;(¢) — ag(t), t € J. Note that p(0) =
a1(0) — a((0) > 0. Then
p'(t) = oq(t) — ap(t)
> f(t, o) — 8(t, Bo) + Alt, ag) — f(¢, ag) + 8(£, Bo) — h(t, o) = O,

which implies p(t) > p(0) = 0 and hence o,(t) > a(t), ¢ € J. Similarly,

we can show B;(¢) < Bo(t) on J.
Assume that, for some n, a,(t) < a,,1(¢) and B,,(t) > B,,1(¢) on J.
Next, consider p(t) = o,,9(f)— 0,,1(). Again, p(0) = a,,9(0)-
a,+1(0) = 0. And in view of (A2),
p'(t) = oy y2(t) = 041 (2)
= f(t, aps1) = 8t Bryr) + At otyir) = f(2, @) + 8 Br) = A2, @)
> Moty —0y) 2 0.

It then follows that a,,,1(t) < a,,,9(t) on JJ. Thus, by induction, we get
a,(t) <a,.q() for all n>1, ¢ e J. Similarly, we can show that B, (¢)

<Bps(t) forall n>1, t ed.

Now, we shall show that o(¢) < B;(t) on J. Setting p(t) = B;(¢) -
a;(t). Again, p(0) > 0. Then

p't) = Br(t) - ai(?)
= f(t, Bo) — g(t, ap) + A(t, Bo) — f(t, ap) + g(t, Bo) — Alt, ap)
> M(Bo — ) =0

ond, forall n > 1.

Thus we have ag <a; <---<a, <B, <--<By <Py on J. Using

standard argument, we can show that the sequences {a,(¢)}, {B,(t)}
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converge uniformly and monotonically on J and we denote a = lim a,,
n—»o

and B = lim B,,. Therefore, a(t) and B(¢) satisfy the initial value problem
n—o
(2.6).

The final step is to show that o(t) and B(¢) are coupled minimal and
maximal solutions of (2.1). That is, if u(¢) is any solution of (2.1) such that
ag(t) < u(t) < Bo(t) on o, then we get

aglt) < alt) < ult) < BE) < Bot), ted.

Suppose that for some n, a,(t) < u(t) < B, () on J. Let p(t) = ult) -
a,.1(¢). Note that p(0) = 0, we obtain p(¢) > 0 implying w(t) > o, (¢),
t € J. Similarly, u(t) < B,.1() on oJ. Clearly, a,,;(t) < u(t) < B,41(),
t € J. Again, by induction o, (¢) < u(t) < B,(t), forall n > 1, ¢ € J. Now,
taking the limit as n — o, we get a(¢) < w(t) < B(¢), ¢ € J. This completes

the proof.

Theorem 2.2. For initial value problem (2.1), assume that conditions
of Theorem 2.1 hold. Then for any solution u(t) of (2.1) with og(t) < u(t)

< Bo(t), t €J, there exist the alternating sequences {a.,, Bo,.+1} and

{Bans 0tons1} satisfying
g Py < Sagy S Poyyr SUS dgyy
<Bop <y <Py, tedd, 2.7
for all n > 1, where the iterative is given by (2.4).

Moreover, the monotone sequences {0.g,, Bo,+1} converge to s(t) and
{Boy, 0o,41) converge to r(t) on J, where (s, r) are coupled minimal and

maximal solutions of (2.1), respectively, satisfying
{s’ = f(t, r) - g(t, s)+ h(t, ), s(0) = uo,

r'=f@t, s)- gt r)+ Al s), r(0)=u,

with s <u <r ond.

(2.8)



GENERALIZED MONOTONE ITERATIVE METHOD ... 187

Proof. We first claim that a;(t) > a((t) on .

For the purpose, let p(t) = o;(¢) — ag(t), t € J. Note that p(0) =
otl(O) — GO(O) > 0.

In view of (A2), we have

p'(t) = 0q(t) - ap(t)
> f(t, Bo) — 8(t, ag) + Alt, Bo) = f(t, ag) + 8(¢, Bo) = Alt, ap)
> M@Bg - ag) =0,

which implies p(¢) > p(0) > 0 and hence a4(t) > a(t), ¢ € J. Similarly,
we can show B;(¢) < Bo(t) on J.

Next, our aim is to show that (2.7) is true. Let u(t) be any solution
of (2.1) such that og(t) < u(t) < Bg(¢) on J. We begin by verifying
inequalities (2.7) for n = 1. That is,

a0SB1SG2SB3SUSG3SB2SGISB0, tEJ, (29)

holds. Setting p(¢) = u(t) — a1(¢). Again, P(0) = 0. Using (A2) and the fact
that ag(t) < u(t) < Bo(¢), t € J, we obtain

pt)=u(t)-ai)
f(t’ u) - g(t’ u) + h(t’ u) - f(t’ BO) + g(t’ (X'O) - h(t’ BO)
_M(BO — u) < 0.

IA

It then follows that w(¢) < a(¢) on oJ. Similarly, u(t)> B;(¢) on <. In
order to avoid repetition, on the same pattern, we can show wu(t) > ay(t),
u(t) < Bol?), ult) < ag(t) and u(t) > Bs(t), t € oJ.

We shall now show that og(f) < Bi(t) < ag(t) < Bs(t) and ag(¢) <
Bo(t) < ay(t) < Bglt), t e J. Setting p(t) = ag(t) — B1(¢). Again, p(0) < 0.
Clearly, p'(t) < 0 on <. Hence, p(t) < 0 on < which yields a(t) < B;(¢) on
J. Similarly, we can show that o(¢) < Bo(t), Bi1(t) < ag(t), ai(t) = By(?),
ay(t) < Bs(t), and ag(t) < By(t) on oJ. Therefore, (2.9) is true.
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Now, suppose that for some n > 2, the inequalities
Bon-1 < G2y S Popi1 S U S Ggpyy S Poy SOgyq, tE,

holds. It can be shown, by employing arguments similar to the above

ones, that Bo,.; < g9 < Popig S U< gpi3 < Popig < Ggpiy on J
holds. Thus, by induction, the chain of (2.7) is valid for all n > 0.

By standard argument, we can conclude that the sequences

{9, Bons1} and {Bog,, a9,.1} converge to s and r, respectively, on /.

Thus, the coupled system (2.8) is satisfied.

Finally, we claim that s(t) and r(t) are the coupled minimal and
maximal solutions of (2.1), that is, if u(¢) is any solution of (2.1) with
ag(t) < u(t) < Bo(t) on o, then ag(t) < s(t) < u(t) < r(t) < Bolt), t € J. We
have already shown that o9, < Bg,.1 < u < 09,,1 < B9y, holds on J for
all n > 1. Taking the limit as n — o, we get s(t) < u(t) < r(t) on J. This
completes the proof.

Remark 2.1. If A(t, u) = 0 for the initial value problem (2.1), [1] and

[4] come as two special cases of Theorem 2.1 and Theorem 2.2.

Theorem 2.3. For initial value problem (2.1), in addition to the
hypothesis (A1) of Theorem 2.1, assume that

h(t, ul)—h(t, uz) < —M(ul - LLQ), fOT' (o} < Uy < u < Bo, M > 0. (210)
Further, if the iterative scheme is constructed by (2.5).

Then the conclusions of Theorem 2.2 hold, but with s(t) and r(t) we

have

s' = f(t, r)—g(t, s)+ hlt, s), s(0)=ug,
r'=f(t, s) - g(t, r)+ At r), 7(0) = uo.
Proof. Analogous to the proof of Theorem 2.2.

Theorem 2.4. For initial value problem (2.1), assume that

(B1) ag, By € Cl[J, R] are coupled lower and upper solutions of Type
(Ib) such that oy < Bg, t € J;
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(B2) Condition (2.10) of Theorem 2.3 holds.
Further, if the iterative scheme is developed by (2.3).
Then the conclusions of Theorem 2.1 hold, but a(t) and B(t) satisfy
o' = f(t, a) - g(t, B)+ Alt, B), (0) = uo,
B'=f(t, B) - g(t, o) + h(t, &), B(0) = uo.
Proof. Analogous to the proof of Theorem 2.1.

Theorem 2.5. For initial value problem (2.1) in addition to

hypotheses of Theorem 2.4, if the iterative scheme is created by (2.5), then

the conclusions of Theorem 2.3 are obtained.

Proof. Analogous to the proof of Theorem 2.2.

Remark 2.2. If f, g € C[J x R, R] and there exist positive constants

M and N such that f(¢, u)+ Mu and g(¢, u) + Nu are both monotone

non

decreasing functions, for ¢ € J, then the theorems in this paper can

be applied.

Remark 2.3. If g(¢, u) = 0 and f satisfies as in [2, Theorem 1.2.1], the

theorems in this paper are valid. And consider f(¢, ©) = 0, we also obtain

the

(1]

(2]

(3]

(4]

similar discussion.
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