
w
w

w
.p

ph
m

j.c
om

Far East J. Theo. Stat. 20(2) (2006), 241-256

:tionClassifica jectSub sMathematic 2000 60H10.

Keywords and phrases: backward stochastic differential equation, g-expectation, Jensen’s

inequality, comparison theorem, generator.

This work is supported by Science and Technology Foundation of CUMT (No. 200409) and
National Natural Science Foundation of China (No. 10671205).

Received February 5, 2006
 2006 Pushpa Publishing House

JENSEN’S INEQUALITY FOR g-EXPECTATION

FAN SHENG-JUN

College of Sciences
CUMT, Xuzhou, Jiangsu 221008
P. R. China
e-mail: f_s_j@126.com

Abstract

In 2003, Jiang gave a sufficient condition under which Jensen’s
inequality of bivariate function for g-expectation holds under the
situation that g does not depend on y, and in 2004, he gave a sufficient
and necessary condition under which Jensen’s inequality for
g-expectation holds in general under the situation that g does not
depend on y and is continuous in t. In this paper, after investigating
some relationship between the generator g and the conditional
g-expectation system, under the most elementary conditions with respect
to g-expectation, a sufficient and necessary condition under which
Jensen’s inequality of bivariate function for g-expectation holds is
obtained. At the same time, it is proved that under the condition g is
continuous in t, if Jensen’s inequality for g-expectation holds in general,
then g must not depend on y.

1. Preliminaries

Let ( )P,, FΩ  be a probability space carrying a standard d-dimensional

Brownian motion ( ) ,0≥ttB  and let ( ) 0≥ttF  be the σ-algebra generated by

( ) .0≥ttB  We always assume that ( ) 0≥ttF  is right-continuous and complete.
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Let 0>T  be a given real number. In this paper, we always work in

the space ( ),,, PTFΩ  and only consider processes indexed by [ ].,0 Tt ∈

For any positive integer d, let z  denote Euclidean norm of .dz R∈  A1

denotes the indicator of event A. +R  denotes the set of non negative real

numbers.

For notational simplicity, we use ( ),,,22 PLL TT FΩ=  ( ,22 Ω= LLt

)PT ,F  when [ ],,0 Tt∈  and define the following usual space of processes:

( ) .d;measurableelyprogressiv:
0

2
2









+∞<







φφφ= ∫

T
ttEH

Let us consider a function ( ) [ ] RRR →×××Ωω dTzytg ,0:,,,  such

that the process ( )( ) [ ]Ttzytg ,0,,, ∈ω  is progressively measurable for each

( )zy,  in ,dRR ×  and furthermore, g satisfies some of the following

assumptions:

(A1) There exists a constant ,0≥µ  such that, P-a.s., we have

( ) [ ] ( ),2,1,0,, 1 =×∈∀ + iTzyt d
ii R

( ) ( ) ( ).,,,,,, 21212211 zzyyzytgzytg −+−µ≤ω−ω

(A2) The process ( )( ) [ ]Tttg ,00,0,, ∈ω  belongs to .2H

(A3) P-a.s., we have ( ) [ ] ( ) .00,,,,0, =×∈∀ ytgTyt R

(A4) P-a.s., we have ( ) ,, 1 dzy +∈∀ R  ( )zytgt ,,→  is right-continuous

in [ )Tt ,0∈  and left-continuous in T.

Remark 1.1. The assumption (A3) implies the assumption (A2).

It is now well known that under the assumptions (A1) and (A2),

for any random variable ξ in ,2
TL  the following backward stochastic

differential equation (BSDE for short in the remaining of this paper):

( ) [ ]∫ ∫ ∈⋅−+ξ=
T

u

T

u
ssssu TuBzszysgy ,,0,dd,, (1)

has a unique adapted and square-integrable solution, say
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( ( ) ( )) [ ] ,, ,0 Tttzty ∈
ξξ  such that ( )zy,  is in the space 22 HH ×  (see [8] for

details). The function g is called the generator of BSDE (1). In [10], under

the situation that (A3) holds, ( )0ξy  is called g-expectation of ξ, denoted

by [ ],ξεg  and ( )tyξ  is called conditional g-expectation of ξ with respect to

,tF  denoted by [ ].tg F|ξε

For the convenience of readers, we list some basic properties of
conditional g-expectation and BSDEs, which will be used in the following
of this paper.

Proposition 1.1 (See [4, 10]). Let the generator g satisfy (A1) and

(A3). Then for each [ ]Tt ,0∈  and for any ( ) ,, 22
TT LL ×∈ηξ  we have

(a) (Monotonicity) If ,η≥ξ  P-a.s., then [ ] [ ],tgtg FF |ηε≥|ξε  P-a.s.

(b) For each constant ,R∈c  we have [ ] ,cc tg =|ε F  P-a.s.

(c) For each ,tA F∈  we have [ ] [ ] AtgtAAg C 111 FF |ξε=|η+ξε

[ ] ,1 CAtg F|ηε+  P-a.s.

 (d) There exists a universal constant K, such that [ ]tg F|ξεE

[ ] .22 η−ξ≤|ηε− EKtg F

The following Proposition 1.2 can be regarded as the greatest
achievements of theory of BSDEs, readers can see the proof in [5, 9].

Proposition 1.2 (Comparison theorem). Let both g and g ′  satisfy

(A1) and (A2), let ( ) ., 22
TT LL ×∈ξ′ξ  Moreover, let ( ) [ ]Tuuu zy ,0, ∈  and

( ) [ ],, ,0 Tuuu zy ∈′′  respectively, be the unique solutions of BSDE (1) and the

following BSDE

( ) [ ]∫ ∫ ∈⋅−′+ξ′=
T

u

T

u
ssssu TuBzszysgy .,0,dd,,

If P-a.s., ξ′≥ξ  and P-a.s., for each [ ],,0 Ts ∈  ( ) ( ),,,,, ssss zysgzysg ′′′≥′′

then for each [ ],,0 Tt ∈  we have

P-a.s., .tt yy ′≥
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The following Proposition 1.3 is often called the Representation

theorem of generator for BSDEs, readers can see the proof in [1].

Proposition 1.3 (Representation theorem). Let the assumptions (A1),

(A3) and (A4) hold for the generator g. Then for each ( ) [ )Tzyt ,0,, ∈

,1 d+× R  we have

{ [ ( ) ] } ( ).,,lim 1
2 zytgyBBzynL ttntgn

=−|−⋅+ε− +∞→
F

Since the notion of g-expectation was introduced, many properties of

g-expectation have been studied in [1, 4, 10]. Some properties of classical

mathematical expectation are preserved (monotonicity for instance), and

some important results on Jensen’s inequality for g-expectation were

obtained in [1-3, 6-7]. The following Propositions 1.4 and 1.5 come from

[7] and [6], respectively.

Proposition 1.4 (See [7]). Let g satisfy (A1), (A3) and (A4). If g does

not depend on y, then the following two conditions are equivalent:

(1) g is a super-homogeneous generator in z, i.e., P-a.s., we have

( ) [ ] ( ) ( ).,,,,0,, 1 ztgztgTzt d λ≥λ×∈λ∀ +R

(2) Jensen’s inequality for g-expectation on convex function holds in

general, i.e., for each convex function ( ) RR →ϕ :x  and each ,2
TL∈ξ  if

( ) ,2
TL∈ξϕ  then for each [ ],,0 Tt ∈  we have, P-a.s.,

( )[ ] [ [ ]].tgtg FF |ξεϕ≥|ξϕε

Remark 1.2. Similarly, by replacing “≥” with “≤” in above two

inequality, we can give the definitions that sub-homogeneous generator

in z and Jensen’s inequality for g-expectation on concave function holds

in general. Similar to Proposition 1.4, we can prove that under the
same assumptions as Proposition 1.4, the above two conditions are also
equivalent.

Proposition 1.5 (See [6]). Suppose g satisfies (A1), (A3) and g does
not depend on y, moreover let g be a sub-linear generator in z, i.e., g also
satisfies the following two conditions:
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(1) P-a.s., ( ) [ ] ,,0,, +××∈λ∀ RRdTzt  ( ) ( );,, ztgztg λ=λ  (positive-

homogeneity).

(2) P-a.s., ( ) [ ] ( ) ( ) ( ),,,,,,0,, 212121 ztgztgzztgTzzt dd +≤+××∈∀ RR

(sub-additive).

Then Jensen’s inequality of bivariate function for g-expectation holds, i.e.,

for any non negative variables ( ) ,, 22
TT LL ×∈ηξ  and any semi-negative

definite bivariate function ( ) ,:, RRR →× ++yxf  if ( ) ,, 2
TLf ∈ηξ  then for

each [ ],,0 Tt ∈  we have, P-a.s.,

( )[ ] ( [ ] [ ]).,, tgtgtg ff FFF |ηε|ξε≤|ηξε

Remark 1.3. A bivariate function ( ) RRR →× ++:, yxf  is semi-

negative definite means that it satisfies the following two conditions:

(1) ( ) ( )++ ×∈ RR2, Cyxf  and for each ( ) ;0,,, ≥
∂
∂

∂
∂×∈ ++

y
f

x
fyx RR

(2) for each ( ) ,, ++ ×∈ RRyx  the Hessian-matrix ( ) =yxA ,










∂∂∂∂∂
∂∂∂∂∂
222

222

yfxyf

yxfxf  is semi-negative definite.

2. Main Results

In this section, we always assume that the generator g satisfies (A1)
and (A3). Similar to the definitions in [7] and [6], we put forward the
following definition.

Definition 2.1. Let the generator g satisfy (A1) and (A3). Then we
say g is a super-homogeneous (resp., sub-homogeneous, homogeneous)
generator in ( )zy,  if g also satisfies the following condition: P-a.s., we have

( ) [ ] ( ) ( ) ( ).,.,resp,,,,,,,0,, 1 =≤λ≥λλ∈λ∀×∈∀ + zytgzytgTzyt d RR

We say g is a positive-homogeneous generator in ( )zy,  if g also satisfies

the following condition: P-a.s., we have

( ) [ ] ( ) ( ).,,,,,,,0,, 1 zytgzytgTzyt d λ=λλ∈λ∀×∈∀ ++ RR
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We say g is a super-additive (resp., sub-additive, additive) generator in

( )zy,  if g also satisfies the following condition: P-a.s., ( ) [ ]Tzyt ii ,0,, ∈∀

( ),2,11 =× + idR

( ) ( ) ( ) ( ).,.,resp,,,,,, 22112121 =≤+≥++ zytgzytgzzyytg

Remark 2.1. If g is a super-additive generator in ( ),, zy  then P-a.s.,

for ( ) [ ] ,,0,,, 11
21

dTzyyt ++×∈ R  we have

( ) ( ) ( ) .00,,,,,, 2121 =−≥− yytgzytgzytg

Thus g must not depend on y. Hence g is a super-additive (resp., sub-

additive) generator in ( )zy,  if and only if g does not depend on y and is a

super-additive (resp., sub-additive) generator in z.

Definition 2.2. Let the generator g satisfy (A1) and (A3). Then we

say the conditional g-expectation system is super-homogeneous (resp., sub

-homogeneous, homogeneous) if [ ]tg F|⋅ε  satisfies the following condition:

( ) [ ] ,,,0, 2 R∈λ∀×∈ξ∀ TLt T  P-a.s., [ ] [ ] ( ).,.,resp =≤|ξλε≥|λξε tgtg FF

We say the conditional g-expectation system is positive-homogeneous if

[ ]tg F|⋅ε  satisfies the following condition:

( ) [ ] ,,,0, 2 +∈λ∀×∈ξ∀ RTLt T  P-a.s., [ ] [ ].tgtg FF |ξλε=|λξε (2)

We say the conditional g-expectation system is super-additive (resp., sub-

additive, additive) if [ ]tg F|⋅ε  satisfies the following condition:

( ) [ ] ( ),2,1,0, 2 =×∈ξ∀ iTLt Ti  P-a.s.,

[ ] [ ] [ ]( ).,.,resp2121 =≤|ξε+|ξε≥|ξ+ξε tgtgtg FFF

Remark 2.2. It is easy to prove that (2) is equivalent to the following

(3):

( ) [ ] ,,,0, 2 +∈λ∀×∈ξ∀ RTLt T  P-a.s., [ ] [ ] ( ),resp.,≤|ξλε≥|λξε tgtg FF (3)
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considering that

[ ] [ ] [ ] ( ).resp.,11 ≤|λξε=|λξε
λ

λ≥



 |λξ
λ

λε≥|λξε tgtgtgtg FFFF

The following Theorems 2.1-2.2 investigate some relationship
between the generator g of BSDE and the conditional g-expectation
system.

Theorem 2.1. Let the generator g satisfy (A1), (A3) and (A4). Then the

following two conditions are equivalent:

(1) g is a super-homogeneous (resp., sub-homogeneous, homogeneous,
positive-homogeneous) generator in ( )., zy

(2) the conditional g-expectation system is super-homogeneous (resp.,
sub-homogeneous, homogeneous, positive-homogeneous).

Theorem 2.2. Let the generator g satisfy (A1), (A3) and (A4). Then the

following two conditions are equivalent:

(1) g does not depend on y and is a super-additive (resp., sub-additive,
additive) generator in z.

(2) the conditional g-expectation system is super-additive (resp., sub-
additive, additive).

Remark 2.3. (1) ⇒ (2) in Theorems 2.1-2.2 does not need the

condition (A4). (1) ⇒ (2) in Theorem 2.2 has been proved in [6].

The following Theorems 2.3-2.4 are the main results of this paper.

Theorem 2.3. Let the generator g satisfy (A1), (A3) and (A4). If

Jensen’s inequality for g-expectation on convex (resp., concave) function

holds in general, then g must not depend on y.

Theorem 2.4. Let the generator g satisfy (A1) and (A3). Then the

following conditions are equivalent:

(1) Jensen’s inequality of bivariate function for g-expectation holds.

(2) For any non negative variables ( ) 22
21, TT LL ×∈ξξ  and any ( ) ∈λit,

[ ] ( ),3,2,1,0 =× + iT R

[ ] [ ] [ ] ,3221132211 λ−|ξελ+|ξελ≤|λ−ξλ+ξλε tgtgtg FFF  P-a.s.
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(3) For any non negative variables ( ) 22, TT LL ×∈ηξ  and any ( ) ∈λ,t

[ ] ,,0 +× RT

( ) [ ] [ ]
( ) [ ] [ ]
( ) [ ] [ ] [ ]







|ηε+|ξε≤|η+ξε
|ξλε=|λξε

λ−|ξε≤|λ−ξε

..-,iii
.,.-,ii

.,.-,i

saPF

saP

saP

tgtgtg

tgtg

tgtg

FF
FF
FF

(4)

3. The Proof of Main Results

Lemma 3.1. Let the generator g satisfy (A1), (A3) and (A4). Then for

each ,R∈λ  the following two conditions are equivalent:

(1) P-a.s., ( ) [ ] ,,0,, 1 dTzyt +×∈∀ R  ( ) ( ) ( ).,.,,,,, =≤λ≥λλ respzytgzytg

(2) ( ) [ ],,0, 2 TLt T ×∈ξ∀  P-a.s., [ ] [ ] ( ).,., =≤|ξλε≥|λξε resptgtg FF

Proof. Only need to prove the case “≥”, similarly we can prove the
remaining.

It is obvious when 0=λ  considering (A3) and (b) of Proposition 1.1.

In the following we prove the case .0≠λ  The method of proof comes

from [1] and [7].

(1) ⇒ (2) For the given R∈λ  and any ,2
TL∈ξ  we can suppose that

( ) [ ]Tuuu zy ,0, ∈  and ( ) [ ],, , Ttuuu zy ∈′′  respectively, be the unique solutions

of BSDE (1) and the following BSDE

( ) [ ]∫ ∫ ∈⋅−+λξ=
T

u

T

u
ssssu TuBzszysgy .,0,dd,, (5)

Then we have

( )∫ ∫ ⋅λ−λ+λξ=λ
T

u

T

u
ssssu Bzszysgy dd,,

( ) [ ]∫ ∫ ∈⋅λ−λλ+λξ=
T

u

T

u
ssss TuBzszysg ,,0,dd,,~ (6)

where

( ) ( ) ( ) [ ] .,0,,,,,:,,~ 1 dTzyszysgzysg +×∈∀λλλ= R
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We can prove that g~  satisfies the assumptions (A1) and (A2) when

[ ].,0 Ts ∈  Thus from the existence and uniqueness of solution of the

following BSDE (7), by (6), we can conclude that ( ) [ ]Tuuu zy ,0, ∈λλ  is just

the square-integrable adapted solution ( ) [ ]Tuuu zy ,0
~,~

∈  of BSDE (7):

( ) [ ]∫ ∫ ∈⋅−+λξ=
T

u

T

u
ssssu TuBzszysgy .,0,dd,,~ (7)

By the condition (1) and the definition of ,~g  we can get that, P-a.s.,

( ) ( ) ( ) ( )ssssssss zysgzysgzysgzysg λλ=λ≥λλ= ,,~,,,,~,~,

( ) [ ].,0,~,~,~ Tszysg ss ∈∀=

Thus by Comparison theorem, comparing BSDE (5) with BSDE (7), we

can conclude that, for each [ ],,0 Tt ∈

P-a.s., [ ] [ ].~
tgttttg yyy FF |ξλε=λ=≥′=|λξε

(2) ⇒ (1) For the given R∈λ  and each ( ) [ ) ,,0,, 1 dRTzyt +×∈  let

us choose a large enough n such that ,1 Tnt ≤+  and choose zy +=ξ

( ),1 tnt BB −⋅ +  which obviously .2
TL∈ξ  By the condition (2), we have,

P-a.s.,

[ ] [ ].tgtg FF |ξλε≥|λξε

So we have, P-a.s.,

 { [ ( )] } { [ ( ) ] }.11 yBBzyyBBzy ttntgttntg −|−⋅+ελ≥λ−|−⋅+λε ++ FF (8)

Due to Proposition 1.3, we know there exists a subsequence { }∞=1kkn  such

that

{ [ ( ) ] } ( ),,,lim 1 zytgyBBzyn ttntgkk k
λλ=λ−|−⋅λ+λε +∞→

F  P-a.s.,

{ [ ( ) ] } ( ),,,lim 1 zytgyBBzyn ttntgkk k
=−|−⋅+ε +∞→

F  P-a.s.
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Coming back to (8), we have, P-a.s.,

( ) ( ).,,,, zytgzytg λ≥λλ

By (A4), we know that for each ( ),, zy  the process ( )zytgt ,,→  is left-

continuous in T. Hence we have, P-a.s.,

( ) ( )zyTgzyTg λλε−=λλ
→ε

,,lim,,
0

( ) ( ).,,,,lim
0

zyTgzyTg λ=ε−λ≥
→ε

Thus by (A1) and (A4), we know that, P-a.s.,

( ) [ ] ( ) ( ).,,,,,,0,, 1 zytgzytgTzyt d λ≥λλ×∈∀ +R

The proof is complete.

Remark 3.1. (1) ⇒ (2) in Lemma 3.1 does not need the condition (A4).

Proof of Theorem 2.1. By Lemma 3.1, we immediately obtain

Theorem 2.1.

Proof of Theorem 2.2. Only need to prove the case “sub-additive” of

(2) ⇒ (1). The method of proof comes from [1] and [7].

(2) ⇒ (1) For the given ( ) [ ) ( ),2,1,0,, 1 =×∈ + iTzyt d
ii R  let us

choose a large enough n such that ,1 Tnt ≤+  and choose iii zy +=ξ

( ) ( ),2,11 =−⋅ + iBB tnt  which obviously .2
Ti L∈ξ  Then by the condition

(2), we can get that, P-a.s.,

[ ] [ ] [ ],2121 tgtgtg FFF |ξε+|ξε≤|ξ+ξε

so we have, P-a.s.,

 [ ( )] ∑∑
==

+ −












|−⋅+ε
2

1

2

1
1

i
i

i
ttntiig yBBzy F

{ [ ( ) ] }∑
=

+ −|−⋅+ε≤
2

1
1 .

i
ittntiig yBBzy F
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Thus similar to the proof of Lemma 3.1, making use of Proposition

1.3, (A1) and (A4), we can deduce that P-a.s., for ( ) [ ]Tzyt ii ,0,, ∈

( ),2,11 =× + idR  we have

( ) ( ) ( ).,,,,,, 22112121 zytgzytgzzyytg +≤++

Hence it follows that (1) holds by Remark 2.1.

Proof of Theorem 2.3. Only need to prove the case “convex

function”, similarly we can prove the remaining part of this theorem.

In fact, since Jensen’s inequality for g-expectation on convex function

holds in general, we know that for each 2
TL∈ξ  and convex function ( ),xϕ

if ( ) ,2
TL∈ξϕ  then for each [ ],,0 Tt ∈  we have, P-a.s.,

( )[ ] ( [ ]).tgtg FF |ξεϕ≥|ξϕε

Thus for any given ( ) [ ) ,,0,, 1 dTzyt +×∈ R  let us pick a large enough n

such that ,1 Tnt ≤+  and choose ( ),1 tnt BBzy −⋅+=ξ +  and for any

given ,R∈a  let ( ) ,axx +=ϕ  which obviously ,2
TL∈ξ  ( )xϕ  is a convex

function and ( ) .2
TL∈ξϕ  Then we can get that, P-a.s.,

[ ] ( )[ ] ( [ ]) [ ] .aa tgtgtgtg +|ξε=|ξεϕ≥|ξϕε=|+ξε FFFF

So we have, P-a.s.,

   [ ( ) ] ( )yaaBBzy ttntg +−|+−⋅+ε + F1

[ ( ) ] .1 yBBzy ttntg −|−⋅+ε≥ + F

Thus similar to the proof of Lemma 3.1, making use of Proposition 1.3,

(A1) and (A4), we can deduce that P-a.s.,

( ) [ ] ( ) ( ).,,,,,,0,,, 11 zytgzyatgTazyt d ≥+×∈∀ ++R

Given ( ),, zt  let both y and a change arbitrarily. Then we can conclude

that the generator g must not depend on y.
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Remark 3.2. By the proof of this theorem, we know that when (A1),

(A3) and (A4) hold for the generator g, if for each [ ]Tt ,0∈  and ( ) ∈ξ a,

[ ] [ ] ( ),,2 ≤+|ξε≥|+ξε× aaL tgtgT FFR  P-a.s., then g must not depend

on y.

Combining Proposition 1.4 and Theorem 2.3, we can obtain the

following corollary:

Corollary 3.1. Let g satisfy (A1), (A3) and (A4). Then the following

two conditions are equivalent:

(1) g does not depend on y and is a super-homogeneous (sub-

homogeneous) generator in z.

(2) Jensen’s inequality for g-expectation on convex (concave) function

holds in general.

Proof of Theorem 2.4. We can easily prove that (1) ⇒ (2) by choosing

the semi-negative bivariate functions ( ) ., 321 λ−λ+λ= yxyxf  (2) ⇒ (3)

is clear by Remark 2.2. In the following, we prove that (3) ⇒ (1). The

approach of the following proof partly derives from [6]. Firstly, we prove

the following Proposition 3.1:

Proposition 3.1. Let g satisfy (A1) and (A3). If the condition (3) in

Theorem 2.4 holds, then for each [ ]Tt ,0∈  and 2
tL∈η  and for each non

negative variable ,2
TL∈ξ

[ ] [ ] η+|ξε≤|η+ξε tgtg FF

and for each [ ]Tt ,0∈  and any non negative variables 2
TL∈ξ  and ,2

tL∈η

[ ] [ ].tgtg FF |ξηε=|ηξε

Proof. Given [ ],,0 Tt∈  let { }miiA 1=  be an tF -measurable partition of

Ω (i.e., iA  are disjoint, tF -measurable and )Ω=iA∪  and let R∈λi  ( ,1=i

)....,,2 m  From (c) of Proposition 1.1, (i), (iii) and (b) of Proposition 1.1, we

can deduce that for each non negative variable ,2
TL∈ξ
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( )











|λ+ξε=












|λ+ξε ∑∑

==

m

i
tiAg

m

i
tAig ii

11

11 FF

[ ]∑
=

|λ+ξε=
m

i
tigAi

1

1 F

[ [ ] ]∑
=

λ+|ξε≤
m

i
itgAi

1

1 F

[ ] .1
1
∑
=

λ+|ξε=
m

i
Aitg i

F

Moreover, if ( ),...,,2,10 mii =≥λ  then by (c) of Proposition 1.1 and (ii)

we also have

[ ] [ ]∑ ∑∑
= ==

|ξελ=|ξλε=











|ξλε

m

i

m

i
tgiAtigA

m

i
tAig iii

1 11

.111 FFF

In other words, for any non negative variable 2
TL∈ξ  and any simple

function ,2
tL∈η

[ ] [ ] η+|ξε≤|η+ξε tgtg FF

and for any non negative variable 2
TL∈ξ  and any non negative simple

function ,2
tL∈η

[ ] [ ].tgtg FF |ξηε=|ηξε

Thus from the continuity of [ ]tg F|⋅ε  in 2L  given by (d) of Proposition 1.1,

it follows that Proposition 3.1 is true.

Now, let us come back the proof of Theorem 2.4. Given a semi-

negative bivariate function ( ) ( ),, 2 ++ ×∈ RRCyxf  let non negative

variables ( ) 22, TT LL ×∈ηξ  and ( ) ., 2
TLf ∈ηξ  For each [ ],,0 Tt ∈  let

( ) ( [ ] [ ]),,, 00 tgtgyx FF |ηε|ξε=  by (a) and (b) of Proposition 1.1, we
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know that ( ) ., 00
++ ×∈ RRyx  For the given [ ]Tt ,0∈  and any ,N∈n

we define

( ) ( ) ( ) .,,, 000000, 





 ≤+

∂
∂+

∂
∂=Ω nyxfyx

y
fyx

x
f

nt

From [6], we know that, P-a.s.,

[ ( ) ] ( ) ( ) ( )
 −ξ

∂
∂+ε≤|ηξε ΩΩΩ 00000 ,1,1,1

,,,
xyx

x
fyxff

ntntnt gtg F

( ) ( ) .,1 000, 
|−η

∂
∂+ Ω tyyx
y
f

nt
F (9)

By the definition of ,, ntΩ  since ( ),, 00 yx
x
f
∂
∂  ( ),, 00 yx

y
f
∂
∂  ( )00, yxf  are all

tF -measurable, we can conclude that

( ) ( ) ( ) .,1,1,1 2
00000000 ,,, tLyyx

y
fxyx

x
fyxf

ntntnt
∈

∂
∂−

∂
∂− ΩΩΩ

Considering that ξ, η, ( )00 , yx
x
f
∂
∂  and ( )00 , yx

y
f
∂
∂  are all non negative, it

follows that by Proposition 3.1 and (iii), P-a.s.,

( ) ( )( ) ( )( ) 



 |−η

∂
∂+−ξ

∂
∂+ε ΩΩΩ tg yyx

y
fxyx

x
fyxf

ntntnt
F00000000 ,1,1,1

,,,

( ) ( ) ( ) 00000000 ,1,1,1
,,,

yyx
y
fxyx

x
fyxf

ntntnt ∂
∂−

∂
∂−≤ ΩΩΩ

( ) ( ) 



 |η

∂
∂+ξ

∂
∂ε+ ΩΩ tg yx

y
fyx

x
f

ntnt
F0000 ,1,1

,,

( ) ( ) ( ) 00000000 ,1,1,1
,,,

yyx
y
fxyx

x
fyxf

ntntnt ∂
∂−

∂
∂−≤ ΩΩΩ

( ) ( ) 



 |η

∂
∂ε+



 |ξ

∂
∂ε+ ΩΩ tgtg yx

y
fyx

x
f

ntnt
FF 0000 ,1,1

,,

( ).,1 00,
yxf

ntΩ= (10)
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Combining (9) with (10), we can conclude that, P-a.s.,

[ ( ) ] ( ).,1,1 00,,
yxff

ntnt tg ΩΩ ≤|ηξε F

Then according to [6] again, we can know that, P-a.s.,

( )[ ] ( [ ] [ ]).,, tgtgtg ff FFF |ηε|ξε≤|ηξε

Because that [ ]Tt ,0∈  is any given, we know that Jensen’s inequality of

bivariate function for g-expectation holds.

Remark 3.3. Proposition 1.5 can be regarded as a corollary of

Theorem 2.4. In fact, by Theorems 2.1-2.2, we can prove that when (A1),

(A3) and (A4) hold for the generator g, g does not depend on y and is

sub-linear generator in z, which are the conditions of Proposition 1.5, if

and only if (4) holds for any variables ( ) 22, TT LL ×∈ηξ  and any ( ) ∈λ,t

[ ] .,0 +× RT

Corollary 3.2. Let the generator g satisfy (A1) and (A3), and g do not

depend on y. Then the following conditions are equivalent:

(1) Jensen’s inequality of bivariate function for g-expectation holds.

(2) For any non negative variables ( ) 22, TT LL ×∈ηξ  and any ( ) ∈λ,t

[ ] ,,0 +× RT

[ ] [ ]
[ ] [ ] [ ]




|ηε+|ξε≤|η+ξε
|ξλε=|λξε

..-,
.,.-,

saP

saP

tgtgtg

tgtg

FFF
FF

Remark 3.4. Proposition 1.5 can also be regarded as a corollary of

Corollary 3.2.
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