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Abstract

In this paper we consider the relationship of conditional entropy and
topological entropy on a compact metric topological group. According to
recent studies, the variance of conditional entropy with right coset

partition on a measurable closed T-invariant set is restricted by the
topological entropy of the original set and its complement set. Here we
prove more advanced results of such a relationship using Misiurewicz’s
method. The variational reformation of topological entropy is necessary
when we show the variational principle. Finally we give a similar
version of the Shannon-McMillan-Breiman theorem in the case of a right

coset T-invariant action.

1. Introduction

In 1964, Adler, Konheim and McAndrew [1] introduced the

topological entropy of a continuous self-mapping T on a compact space as
analogous to the measure-theoretic entropy. Later, Bowen and Dinaburg
presented an equivalent approach to the notion of entropy when the
domain of considered transformation is a metrizable space. The problem
of its relations with measure-theoretic entropy, defined in 1958 by
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Kolmogorov, was progressively solved by various authors during the first
half of the seventies: the variational principle states that the topological

entropy of ( )TX ,  is equal to the supremum of the entropies of invariant

measures.

When a considered mapping T is invertible we can show that ( )1−Th

equals ( )Th  according to Bowen’s result. However, if the mapping T is

non-invertible, then there are several other possibilities which lead to

several entropy-like invariants for non-invertible maps. For example,

Hurley [4], Langevin and Przytycki [5], Langevin and Walczak [6] and

Nitecki and Przytycki [7] studied different entropy-like invariants. In an

earlier paper with Cheng and Newhouse [3], we defined two other such

invariants, one “topological” and the other measure-theoretic in nature,

and proved a number of interesting results, in particular a “variational

principle” relating these two invariants.

With this motivation, we were interested in the situation when a

measurable closed T-invariant subgroup B exists. We concentrate on

conditional entropy under right coset partition with kernel B, [ ]( )BTh |µ

when T is a continuous and endomorphism self-map of compact metric

topological group X. These definitions enable us to obtain a local version

of the relations. We called it variational inequality and denoted

( )
( )

[ ]( ) ( ) ( )( ),\sup
,

BXclThBThBThBTh toptop
TXM

top |+|≤|≤| µ
∈µ

where ( )BXcl \  denotes the closure of .\BX

The aim of this paper is a generalization of the above mentioned

entropy-like invariant defined by author [2] to the same space. A more

accurate definition is introduced which leads to the variational principle.

The same technique of topological dynamics is sufficiently applied to

incorporate variational inequality into the variational principle. Since the

Shannon-McMillan-Breiman theorem is used in many problems related to

the metric entropy map of an ergodic measure, we show the analogue of

this well-known result to the case of right coset T-invariant action. Our

proof follows the method of Petersen’s book [8].
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2. Conditional Entropy

Assume that ( )⋅,, dX  is a compact metric topological group with

metric d and group action ⋅ and XXT →:  is continuous and an

endomorphism. Assume B is a measurable closed T-invariant subgroup of

X, and T-invariant means ,1 BTBBT ==−  then we can define the

topological entropy of T for xB ⋅  to be

( ) ( )xBnr
n

xBTh
n

top ⋅ε=⋅|
∞→→ε

,,log1suplimlim
0

,log1suplimsup
1

0cover open 









|βℵ= ⋅

−
−

=∞→β
∨ xB

i
n

in
T

n

where ( )xBnr ⋅ε,,  is the minimal cardinality of ( )ε,n  spanning set for

xB ⋅  or the maximal cardinality of ( )ε,n  separating set for xB ⋅  and

( )xB ⋅|βℵ  is the minimal cardinality of subcover of β which can cover

.xB ⋅  For those concepts and notations of ( )ε,n  spanning set or

separating set and the refinement of open cover, we recommend [10] and
[8].

Lemma 1. ( ) ( )xBThmxBTh top
m

top ⋅|⋅=⋅|  for all positive integers

m.

Assume that ( )⋅,, ii dX  is a compact metric topological group and

iii XXT →:  is continuous and an endomorphism. Let iB  be a

measurable closed iT -invariant subgroup of ,iX  for .2,1=i  Similar

result of product rule of topological entropy, we have

Lemma 2. Under the same assumption as above, we get

( ) ( ) ( ).222111221121 xBThxBThxBxBTTh toptoptop ⋅|+⋅|=⋅×⋅|×

Next, let ( ) ( )µ→µ ,,,,: BB XXT  be a measure preserving

transformation (m.p.t.) of probability space ( )µ,, BX  (i.e., if ,B∈A  then

B∈− AT 1  and ( ) ( )).1 AAT µ=µ −  Again, B is a measurable closed

T-invariant subgroup.
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Lemma 3. xB ⋅  is a measurable closed set for all .Xx ∈

Let ( )ℑ|φE  be the conditional expectation of φ given a sub-σ-algebra

ℑ  and define the conditional information function of a countable

partition ζ given a B⊂ℑ  to be

( ) ( ) ( )∑
ζ∈

ℑ|ζ χℑ|χ−=
A

AA xExI ,log

where Aχ  is the characteristic function of A. The conditional entropy of ζ

given ℑ  is defined as

( ) ( )∫ µ=ℑ|ζ ℑ|ζ
X

dxIH .

For these general entropy concepts, we recommend Petersen’s book, see

[8]. Then we consider the conditional entropy of any finite partition α
w.r.t. this special right coset partition.

Definition 1. The conditional entropy of any partition α w.r.t. the

right coset partition [ ] { }XxxBB ∈⋅= :  is defined as

[ ]( ) [ ]( )( ) [ ]( )( )∫ µ=ℑ|α=|α ℑ|αµµ
X

B dxIBHBH ,

where [ ]( )Bℑ  is the σ-algebra generated by this partition [ ].B

Suppose that x and y are two different points of X such that the

B-cosets of Tx and Ty are the same, i.e., .TyBTxB ⋅=⋅  Then ( )1−xyT

,B∈  and because B is T-invariant, which implies ,1 Bxy ∈−  so that xB ⋅

.yB ⋅=  This shows that the induced map on cosets is one-to-one.

Lemma 4. [ ] [ ]BBT n =−  for all positive integers n.

Given a finite partition α, let α=α −−
=∨ in

i
n T1

0  and .α=α −
=∨ kj

ik
j
i T

Lemma 5. The function ( [ ])BHa n
n |α= µ  is subadditive.

Definition 2 (Conditional Metric Entropy on [B]). The conditional

entropy of α given [ ]B  is the number
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[ ]( ) ( [ ]) ( [ ])BH
n

BH
n

BTh n
n

n
n

|α=|α=α| µ∞→µ∞→µ
1inf1lim,

and we define the conditional entropy of T with respect to µ and [ ]B  to be

[ ]( ) [ ]( ),,sup α|=| µ
α

µ BThBTh

where α ranges over all finite partitions of X.

Next, we only describe those propositions of this conditional metric

entropy on [ ].B  The reader can see [2] for more detail.

Lemma 6. The conditional entropy [ ]( )BTh |µ  is a measure-theoretic

conjugacy invariant.

Lemma 7. For each positive integer r, ( [ ]) [ ]( ).BThrBTh r |⋅=| µµ

Let β be a sub-algebra of .B  Then we define ( )βB  to be the σ-algebra

generated by β. Let C be a finite sub-σ-algebra of ,B  say =C

{ }....,,2,1: niCi =  Then the non-empty sets of the form ∩∩ 21 BB

,nB∩"  where ii CB =  or ,\ iCX  form a finite partition of X. We denote

it by ( )Cα  and define [ ]( ) [ ] ( )( ).,, CBThCBTh α|=| µµ

Lemma 8. Let ( )µ,, BX  be a probability space. If 0B  is a sub-algebra

of B  with ( ) ,0 BBB =  then for m.p.t. ,: XXT →  we have

[ ]( ) [ ]( ),,sup ABThBTh |=| µµ

where the supremum is taken over all finite sub-algebras A of .0B

Lemma 9. Let ( )µ,, BX  be a probability space and let { }∞1nA  be an

increasing sequence of finite sub-algebras of B  such that .1 B=∞
=∨ nn A  If

XXT →:  is a m.p.t., then

[ ]( ) [ ]( ).,lim nn
ABThBTh |=| µ∞→µ

Again, we let ( )ℑ|φE  be the conditional expectation of φ given .ℑ

Lemma 10. Let iα  be a finite partition and iℑ  be a sub-σ-algebra of



www.p
phm

j.c
om

WEN-CHIAO CHENG198

( ),,, iii mX B  for .2,1=i  Then

( ) ( ) ( ),2B1 ℑ|χ⋅ℑ|χ=ℑ|χ × EEE ABA  a.e.,

where ,21 ℑ×ℑ=ℑ  ,1α∈A  .2α∈B

Theorem 1. Let ( )111 ,, mX B  and ( )222 ,, mX B  be probability spaces

and let 111 : XXT →  and 222 : XXT →  be m.p.t. Then

[ ]( ) [ ]( ) [ ]( ),22112121 21
BThBThBBTTh mm |+|=×|×µ

where 21 mm ×=µ  and iB  is a measurable closed iT -invariant subgroup

of ,iX  .2,1=i

Theorem 2. Let T be a m.p.t. and endomorphism of the probability

space ( ).,, µBX  Then the map [ ]( )BTh |→µ µ  is affine where α is any

finite partition of X. Hence, so is the map [ ]( ),BTh |→µ µ  i.e., for all

,10 <λ<  and when 1µ  and 2µ  are both invariant measures, we have

( ) [ ]( ) [ ]( ) ( ) [ ]( ).1
2121 1 BThBThBTh |⋅λ−+|⋅λ=| µµµλ−+λµ

3. Variational Principle

Lemma 11. If ζ and η are two finite partitions of X, then

[ ]( ) [ ]( ) ( ).η|ζ+|η≤|ζ µµµ HBhBh

Let ζ be an arbitrary decomposition of the Lebesgue space X and ζ|X

be the factor space. Let the factor map ζ|→π XX:  be ( ) ,Cx =π  where

.ζ∈∈ Cx  Then

( ) ( )∫ ζ|
∗µπµ=µ

X
C dCAA ,∩

where Cµ  is the conditional measure on C.

Lemma 12. Let α be a partition of ( ),,, µBX  consider the factor map

xBx XX ⋅|→π :  and let xµ  be the conditional measure of µ on .xB ⋅

Then
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[ ]
[ ]∫ ∨∨
|

∗
−

−

=
µ

−
−

=
µ µπ










α=










|α

BX
x

i
n

i

i
n

i
dTHBTH

x
.

1

0

1

0

Lemma 13. Let { }kBBB ...,,, 10=η  be a partition of X such that

( )kBBBB ∪∪ 010 ...,,=β  is an open cover of X. Then

n

Y

i
n

i
Y

i
n

i
TT 2

1

0

1

0
⋅










βℵ≤










ηℵ −

−

=

−
−

=
∨∨

for any subset Y of X.

Lemma 14 [10]. Assume that ,1 nq <<  for ,10 −≤≤ qj  and put

( ) ( ) ,



 −=

q
jnja  where [ ]b  denotes the integer part of b. We have:

(1) Fix .10 −≤≤ qj  Then we have

{ } ( ){ } ,10,101...,,2,1,0 Sqijarirqjn ∪−≤≤−≤≤|++=−

where ( ) ( ){ }1...,,1,,1...,,1,0 −+++−= nqjajqjajjS  and the cardinality

of S is at most 2q.

(2) The numbers ( ){ }10,10 −≤≤−≤≤|+ jarqjrqj  are all distinct

and are all no greater than .qn −

Now we are ready to show the relation between this conditional
entropy and topological entropy for this measurable closed invariant
subgroup. Here, the main technique used is the construction made by M.
Misiurewicz.

Theorem 3 (Variational Principle). Let XXT →:  be an

endomorphism and continuous map of a compact metric topological group

X and let B be a measurable closed T-invariant subgroup. Then

( )
[ ]( ) ( ),supsup

,
xBThBTh top

XxTXM
⋅|=|

∈
µ

∈µ

where ( )TXM ,  is the collection of all invariant measures µ under T.

Proof. Part 1. Let ( )., TXM∈µ  Then we first show that

[ ]( ) ( ).sup xBThBTh top
Xx

⋅|≤|
∈

µ
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Let { }kAA ...,,1=ζ  be a finite partition of X. Choose 0>ε  so that

.
log
1

kk
<ε  Then we can choose compact sets ,jj AB ⊂  ,1 kj ≤≤  with

( ) ε<µ jj BA \  and ∅=ji BB ∩  if .ji ≠  Let { },...,,, 10 kBBB=η  where

.\ 10 j
k
j BXB == ∪  We have ( ) ,0 ε<µ kB  and

( )η|ζµH

( )
( )

( )
( )

( )∑ ∑
= =

µ
µ

µ
µ

µ−=
k

i

k

j i

ji

i

ji
i B

AB

B

AB
B

0 1

log
∩∩

( )
( )

( )
( )

( )∑
=

µ
µ

µ
µ

µ−=
k

j

jj

B

AB

B

AB
B

1 0

0

0

0
0 log

∩∩
   for ,0≠i  

( )
( ) 0=

µ
µ

i

ji

B

AB ∩
 or 1

( ) kB log0µ≤

.1log <ε< kk

So we have ( ) .1<η|ζµH

Then { }kBBBB ∪∪ 010 ...,,=β  is an open cover of X. We have if

,1≥n  ( ) ( ),log 1
0

1
0 xB

in
i

in
i TTH

x ⋅
−−

=
−−

=µ |ηℵ≤η ∨∨  where xµ  is the

conditional measure of µ on xB ⋅  and ( )xB
in

i T ⋅
−−

= |ηℵ∨ 1
0  denotes the

number of nonempty set in the partition η−−
=∨ in

i T1
0  under .xB ⋅  Let

xBx XX ⋅|→π :  be the factor map, by Lemmas 13 and 14

[ ]
[ ]∫ ∨∨
|

∗
−

−

=
µ

−
−

=
µ µπ










η=










|η

BX
x

i
n

i

i
n

i
dTHBTH

x

1

0

1

0











η≤ −

−

=
µ

∈
∨ i
n

iXx
TH

x

1

0
sup





















|ηℵ≤ ⋅

−
−

=∈
∨ xB

i
n

iXx
T

1

0
logsup

.2logsup
1

0 









⋅










|βℵ≤ ⋅

−
−

=∈
∨ n

xB
i

n

iXx
T
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Let this inequality be divided by n and n approach to infinity, therefore

[ ]( ) ( ) 2log,sup +β⋅|≤|η
∈

µ xBThBh top
Xx

( ) .2logsup +⋅|≤
∈

xBThtop
Xx

So by Lemma 11

[ ]( ) [ ]( ) ( )η|ζ+|η≤|ζ µµµ HBhBh

( ) .12logsup ++⋅|≤
∈

xBThtop
Xx

This gives

[ ]( ) ( ) 12logsup ++⋅|≤|
∈

µ xBThBTh top
Xx

for all ( )., TXM∈µ

This inequality holds for ,nT  which implies that

[ ]( ) ( ) .12logsup ++⋅|⋅≤|⋅
∈

µ xBThnBThn top
Xx

We divide by n and let n approach to infinity. Hence,

[ ]( ) ( )xBThBTh top
Xx

⋅|≤|
∈

µ sup

which implies

[ ]( ) ( ).supsup xBThBTh top
XxXx

⋅|≤|
∈

µ
∈

Part 2. Given 0>ε  and ,Xx ∈  we wish to produce a T-invariant

probability measure xµ  such that

[ ]( ) ( ),, ε⋅|≥|µ xBThBTh topx

where

( ) ( ).,,log1suplim, xBnr
n

xBTh
n

top ⋅ε=ε⋅|
∞→

Here, ( )xBnr ⋅ε,,  is the maximal cardinality of ( )ε,n  separating set for

.xB ⋅
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Choose sequences ∞→in  such that

( ) ( ).,,log1lim, xBnr
n

xBTh i
iitop ⋅ε=ε⋅|

∞→

Let xiE ,  denote a maximal ( )ε,in -separated set for xB ⋅  such that

card ( ).,,, xBnrE ixi ⋅ε=  Thus we have

( ) .log1lim, , xi
iitop Ecard

n
xBTh

∞→
=ε⋅|

Letting zδ  denote the point mass at point ,Xz ∈  let

∑
∈

δ=σ
xiEz

z
xi

i Ecard
,

,

1

and

∑
−

=

−σ=µ
1

0

1 in

j

j
i

i
i T

n
D

and, let

.lim ii
µ=µ

∞→

Now we choose a partition { }kAAA ...,,, 21=α  of X so that

( ) ε<iAdiam  and ( ) 0=∂µ iA  for .1 ki ≤≤  Since no member of

α−−
=∨ in

i T1
0  can contain more than one member of ,, xiE  as in Lemma 14

( ) 









α=⋅ε −

−

=
σ ∨ i

n

i
THxBnr

n

1

0
,,log

[ ]








|α= −

−

=
σ ∨ BTH i

n

in

1

0

[ ]( )








|α= −−

−

=
σ ∨ BTTH ki

n

in

1

0
   for any k

( ) [ ] ( )
( )

∑ ∑∨
−

= ∈

−
σ

−
−

=

+−
σ α+




















|α≤

1

0

1

0

ja

r Sl

li
q

i

jrq THBTTH
nn
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( ) [ ] ( )
( )

∑ ∨
−

=

−
−

=σ
+










|α≤ +−

1

0

1

0
.log2

ja

r

i
q

iT
lqBTH jrq

n D

Sum this inequality over j from 0 to 1−q  and by Lemma 14, then

( ) [ ] ( )∑ ∨
−

=

−
−

=σ
+










|α≤⋅ε −

1

0

2
1

0
.log2,,log

n

p

i
q

iT
lqBTHxBnrq p

n D

If we divide by n and use Lemma 13 and the concavity of ,log xx−  then

we can get

( ) [ ] ( ).log2,,log
21

0
l

n
qBTHxBnr

n
q i

q

in
+










|α≤⋅ε −

−

=
µ ∨ (1)

Since the members of α−−
=∨ iq

i T1
0  have boundaries of µ-measure zero, by

Lemma 15 we can claim that

[ ] [ ] .lim
1

0

1

0 









|α=










|α −

−

=
µ

−
−

=
µ∞→

∨∨ BTHBTH i
q

i

i
q

ij jn

Therefore replacing n by jn  in (1) and letting j go to infinity we have

( ) [ ] ( [ ]),, 1
0

1

0
BHBTHxBrq qi

q

i
|α=










|α≤⋅ε⋅ −

µ
−

−

=
µ ∨

where ( ) ( ).,,log1lim, xBnr
n

xBr j
j

j ⋅ε=⋅ε ∞→  We can divide by q and

let q go to infinity to get

( ) [ ]( ) [ ]( )BThBThxBr |≤α|≤⋅ε µµ ,,

which implies that for each ,Xx ∈  we can find a dependent invariant

measure xµ  such that

( ) [ ]( )., BThxBTh
xtop |≤ε⋅| µ

Then for all ,Xx ∈

( )
( )

[ ]( )BThxBTh
TXM

top |≤⋅| µ
∈µ ,

sup
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which means

( )
( )

[ ]( ).supsup
,

BThxBTh
TXM

top
Xx

|≤⋅| µ
∈µ∈

Lemma 15. For any finite partition α, if ,µ→µ
jn  then

[ ] [ ] .lim
1

0

1

0 









|α=










|α −

−

=
µ

−
−

=
µ∞→

∨∨ BTHBTH i
q

i

i
q

ij jn

Proof. Since xB ⋅  is a closed set, ( ) ( ),suplim xBxB
jnj ⋅µ≤⋅µ∞→

and 
jnµ  is supported on ,xB ⋅  ( ),1 xB ⋅µ≤  this implies that ( )xB ⋅µ

,1=  i.e., µ is supported on .xB ⋅

[ ] 









α=










|α −

−

=
µ∞→

−
−

=
µ∞→

∨∨ i
q

ij
i

q

ij
THBTH

jnjn

1

0

1

0
limlim











α= −

−

=
µ ∨ i

q

i
TH

1

0

[ ] .
1

0 









|α= −

−

=
µ ∨ BTH i

q

i

When this measurable closed invariant subgroup B is the whole space X,

then .BxB =⋅  Then we can get the following lemma which is the usual

variational principle.

Lemma 16. If XXT →:  is an endomorphism and continuous map

of a compact metric topological group, then

( )
( )

( ),sup
,

ThTh
TXM

top µ
∈µ

=

where ( )Thtop  is the topological entropy of T, ( )Thµ  is the measure-

theoretic entropy of T and ( )TXM ,  is the collection of all invariant

measures µ under T.

Again, let ( ) ( )µ→µ ,,,,: BB XXT  be a measure preserving

transformation (m.p.t.) of probability space ( ).,, µBX  B is a measurable

closed invariant subgroup. Assume that { }nB  is a sequence of sub-σ-
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algebra of B  and { }nX  is a sequence of random variables. Then

( ){ }...,3,2,1:, =nBX nn  is a martingale if

(1) ,1+⊂ nn BB

(2) nX  is measurable w.r.t. ,nB

(3) [ ] ,∞<nXE

(4) [ ] nnn XBXE =|+1  a.e.

Lemma 17 (Martingale Convergence Theorem). Every 1L  bounded

martingale converges a.e.

Let α be a partition of X. Then we consider the conditional

information function

[ ]( )( ) [ ]( )( ) ( )∑
α∈

ℑ|α χℑ|χ−=
A

AAB xBExI .log

The Martingale Convergence Theorem can be applied to produce the
following lemma.

Lemma 18. If ( [ ]),1 Bn nIg
∨αℑ|α

=  then

( [ ])Bn
nIg
∨αℑ|α∞→

=
1

lim  exists a.e. in .1L

Lemma 19. Let nn BB ∞
=∞ ∨= 1  if { }nB  is an increasing sequence of

sub-σ-algebras of X and let nBB ∩=∞  if { }nB  is a decreasing sequence.

Then

( ) ( ).lim ∞µµ∞→
|α=|α BHBH nn

Lemma 20. If α be a finite partition, then

[ ]( ) [ ]








∨α|α=α| −

−

=
µ∞→µ ∨ BTHBTh l

n

ln

1

1
lim,

( [ ])∫ µ=
∨αℑ|α∞→

dI
Bn

n
1

lim

( [ ])∫ µ=
∨αℑ|α∞→

.lim
1

dI
Bn

n
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Lemma 21. If α and β are countable measurable partitions of X and ς
is a sub-σ-algebra of ,B  then

( ) .ς∨αℑ|βς|ας|β∨α += III

Next we are ready to show the similar Shannon-McMillan-Breiman

theory when [ ]B  is a closed T-invariant subgroup. We recall a m.p.t. T of

( )µ,, BX  is called ergodic if the only measurable set B∈B  with

BBT =−1  satisfies ( ) 0=µ B  or ( ) .1=µ B

Theorem 4 (Birkhoff Ergodic Theorem). Suppose ( ) →µ,,: BXT

( )µ,, BX  is ergodic m.p.t., we have for ( ),1 µ∈∀ Lf

( )∑ ∫
−

=
∞→

µ=
1

0

1lim
n

i

i
n

dfxTf
n

 a.e.

Theorem 5 (Conditional Shannon-McMillan-Breiman Theorem). If

XXT →:  is an ergodic m.p.t. of the probability space ( ),,, µBX  α is a

finite partition of X and B is a measurable closed T-invariant subgroup,

then ( ) 0=µ B  or ( ) 1=µ B  and

( ( ) [ ])( ) [ ]( )α|=
+ µ∨α∨ℑ|α∞→

−
=

,
1

1lim
1

BThxI
n BTn

ln
l

 a.e.

Proof. From ergodic definition, we have ( ) 0=µ B  or ( ) .1=µ B

Let ( ( ) [ ])BTn ln
l

Ig
∨α∨ℑ|α −

=
=

1
 for ....,3,2,1=n

From Lemma 4, we have ,1 BBT =−  which implies

[ ]( ) ( ) ( ) [ ]( ) ( ( ) ( ) [ ])BTTBTTB nnn III
∨α∨∨αℑ|αℑ|α∨∨αℑ|α −−−− += "" 11

0

[ ]( ) ( ( ) ( ) [ ])BTTB nn ITI
∨α∨∨αℑ|αℑ|α −−− += "D 11

0

nn
nn TgTgTgg DD"D 0

1
11 ++++= −

−

∑
=

−=
n

s

s
sn Tg

0

,D
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where

[ ]( ).lim0 Bk
Ig ℑ|α∞→

=

Let ( [ ]).lim 1
1 BTn ln

l
Ig

∨α∨ℑ|α∞→ −−
=

=  By Lemma 18, g exists a.e. in .1L

Then we can write

[ ]( ) ∑
=

−ℑ|α +
=

+

n

s

s
snB

Tg
n

I
n n

0
1

1
1

1
0

D

( )∑ ∑
= =

− −
+

+
+

=
n

s

n

s

s
sn

s Tgg
n

Tg
n

0 0

.
1

1
1

1 DD

According to Theorem 4 and Lemma 20, this implies

∑ ∫
=

∞→
µ=

+

n

s X

s
n

dgTg
n

0
1

1lim D

( [ ])∫ µ=
∨αℑ|α∞→

dI
Bn

n
1

lim

[ ]( )., α|= µ BTh

Therefore, we must show the following to prove this claim

∑
=

−∞→
=−

+

n

s

s
snn

Tgg
n

0

0
1

1lim D  a.e.

For each ...,,3,2,1=N  let .sup ggG sNsN −= ≥  Thus

∑
=

− −
+

n

s

s
sn Tgg

n
0

1
1 D

∑ ∑
−

= +−=
−− −

+
+−

+
=

Nn

s

n

Nns

s
sn

s
sn Tgg

n
Tgg

n
0 1

1
1

1
1 DD

∑ ∑
−

= +−=
− −

+
+

+
≤

Nn

s

n

Nns

s
sn

s
N Tgg

n
TG

n
0 1

.
1

1
1

1 DD
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We fix N and let n go to infinity. Since ,1Lgggg sn ∈+≤− ∗
−  the

second term above tends to 0 a.e. Similarly, ,1LggGN ∈+≤ ∗  so we

may apply Birkhoff Ergodic Theorem to the first term:

∑ ∑
−

=

−

=
∞→−∞→ +

≤−
+

Nn

s

Nn

s

s
Nn

s
snn

TG
n

Tgg
n

0 0
1

1lim
1

1lim D

∫ →µ=
X

NdG 0

by the dominated convergence theorem and that 0→NG  a.e. which

implies claim.
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