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Abstract

In this paper we consider the relationship of conditional entropy and
topological entropy on a compact metric topological group. According to
recent studies, the variance of conditional entropy with right coset
partition on a measurable closed 7T-invariant set is restricted by the
topological entropy of the original set and its complement set. Here we
prove more advanced results of such a relationship using Misiurewicz’s
method. The variational reformation of topological entropy is necessary
when we show the variational principle. Finally we give a similar
version of the Shannon-McMillan-Breiman theorem in the case of a right

coset T-invariant action.
1. Introduction

In 1964, Adler, Konheim and McAndrew [1] introduced the
topological entropy of a continuous self-mapping 7 on a compact space as
analogous to the measure-theoretic entropy. Later, Bowen and Dinaburg
presented an equivalent approach to the notion of entropy when the
domain of considered transformation is a metrizable space. The problem

of its relations with measure-theoretic entropy, defined in 1958 by
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Kolmogorov, was progressively solved by various authors during the first
half of the seventies: the variational principle states that the topological

entropy of (X, T') is equal to the supremum of the entropies of invariant

measures.

When a considered mapping 7 is invertible we can show that h(Tﬁl)
equals A(T') according to Bowen’s result. However, if the mapping 7 is

non-invertible, then there are several other possibilities which lead to
several entropy-like invariants for non-invertible maps. For example,
Hurley [4], Langevin and Przytycki [5], Langevin and Walczak [6] and
Nitecki and Przytycki [7] studied different entropy-like invariants. In an
earlier paper with Cheng and Newhouse [3], we defined two other such
invariants, one “topological” and the other measure-theoretic in nature,
and proved a number of interesting results, in particular a “variational

principle” relating these two invariants.

With this motivation, we were interested in the situation when a
measurable closed T-invariant subgroup B exists. We concentrate on

conditional entropy under right coset partition with kernel B, A, (T'| [B])

when T is a continuous and endomorphism self-map of compact metric
topological group X. These definitions enable us to obtain a local version
of the relations. We called it variational inequality and denoted

hop(T 1B) < _sup (T I[B) < hiop(T | B) + huop(T | I(X\B))

where ¢/(X\B) denotes the closure of X \B.

The aim of this paper is a generalization of the above mentioned
entropy-like invariant defined by author [2] to the same space. A more
accurate definition is introduced which leads to the variational principle.
The same technique of topological dynamics is sufficiently applied to
incorporate variational inequality into the variational principle. Since the
Shannon-McMillan-Breiman theorem is used in many problems related to
the metric entropy map of an ergodic measure, we show the analogue of
this well-known result to the case of right coset T-invariant action. Our
proof follows the method of Petersen’s book [8].
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2. Conditional Entropy

Assume that (X, d, ) is a compact metric topological group with

metric d and group action - and 7 : X — X 1is continuous and an

endomorphism. Assume B is a measurable closed T-invariant subgroup of

X, and T-invariant means T'B=TB = B, then we can define the

topological entropy of 7' for B - x to be

hop(T'| B - x) = lim lim sup % log (n, & B - x)

20 pow

n—

1.
= sup limsup % log N(_\/O T7'B |B-x}
i=

opencoverf3 n—w

where r(n, ¢, B-x) is the minimal cardinality of (n, ¢) spanning set for
B - x or the maximal cardinality of (n, ¢) separating set for B-x and
N(B|g.x) is the minimal cardinality of subcover of § which can cover
B-x. For those concepts and notations of (n, &) spanning set or
separating set and the refinement of open cover, we recommend [10] and

[8].

Lemma 1. hy,,(T™ | B -x) = m - by, (T | B - x) for all positive integers

Assume that (X;, d;, ©) is a compact metric topological group and
T; : X; > X; 1is continuous and an endomorphism. Let B; be a
measurable closed 7;-invariant subgroup of X;, for i =1, 2. Similar
result of product rule of topological entropy, we have

Lemma 2. Under the same assumption as above, we get

yop (T x To | By - %1 x By - x9) = Pyopy (Ty | By - %1) + hyop (T | By - x9).

Next, let 7T :(X, B, un) > (X, B,u) be a measure preserving
transformation (m.p.t.) of probability space (X, B, pn) (i.e., if A € B, then
TlAeB and (T 'A4)=pu(A)). Again, B is a measurable closed

T-invariant subgroup.
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Lemma 3. B - x is a measurable closed set for all x € X.

Let E(¢|3) be the conditional expectation of ¢ given a sub-c-algebra

3 and define the conditional information function of a countable

partition { givena 3 < B to be

Ig5(x) = =) log B4 |3)1a(x),
Ael

where y 4 is the characteristic function of A. The conditional entropy of {

given 3 is defined as
HEIY) = [ Iga@)dn.

For these general entropy concepts, we recommend Petersen’s book, see
[8]. Then we consider the conditional entropy of any finite partition o

w.r.t. this special right coset partition.

Definition 1. The conditional entropy of any partition o w.r.t. the

right coset partition [B] = {B-x : x € X} is defined as
H,(|[B) = Hy(|3(BY) = | Loz

where J([B]) is the c-algebra generated by this partition [B].

Suppose that x and y are two different points of X such that the
B-cosets of Tx and Ty are the same, i.e., B-Tx = B-Ty. Then T(xy!)

€ B, and because B is T-invariant, which implies xy_1 € B, sothat B-x

= B - y. This shows that the induced map on cosets is one-to-one.
Lemma 4. T "[B] = [B] for all positive integers n.
Given a finite partition a, let a” = V:l:_OIT_ioc and oclj = \/é:iT_koc.

Lemma 5. The function a, = H,(a" |[B]) is subadditive.

Definition 2 (Conditional Metric Entropy on [B]). The conditional
entropy of o given [B] is the number
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~ i L n _ e 1 n
hy(T|[B} o) = lim —H, (" |[B]) = inf —H,(a" |[B])

and we define the conditional entropy of 7' with respect to u and [B] to be
hu(T ‘ [B]) = Sup hp(T | [B]’ OL)’
o

where o ranges over all finite partitions of X.

Next, we only describe those propositions of this conditional metric

entropy on [B]. The reader can see [2] for more detail.

Lemma 6. The conditional entropy hH(T|[B]) is @ measure-theoretic
conjugacy invariant.

Lemma 7. For each positive integer r, h,(T" |[B]) = r - b, (T |[B]).

Let B be a sub-algebra of B. Then we define B(B) to be the c-algebra
generated by B. Let C be a finite sub-c-algebra of B, say C =
{C; :i=1,2,.., n}. Then the non-empty sets of the form B; N By

-+ B,,, where B; = C; or X\C;, form a finite partition of X. We denote
it by a(C) and define %, (T |[B], C) = h, (T |[B], o(C)).

Lemma 8. Let (X, B, n) be a probability space. If B is a sub-algebra
of B with B(By) = B, then for mp.t. T : X — X, we have

hu(T | [B]) = sup hp(T | [B]’ A)’
where the supremum is taken over all finite sub-algebras A of By.

Lemma 9. Let (X, B, ) be a probability space and let {A,}{" be an

increasing sequence of finite sub-algebras of B such that \/5_1 A, = B. If

T:X - X isam.p.t., then

h(T|[B) = Tim (T |[B) 4,).

Again, we let E(¢|3J) be the conditional expectation of ¢ given 3J.

Lemma 10. Let o; be a finite partition and 3; be a sub-c-algebra of
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(X;, B;, m;), for i =1, 2. Then
E(taxp|3) = E(xal31) E(xg|32), ae.,

where 3 = 31 x 39, A € ay, B € a,.

Theorem 1. Let (X;, By, m;) and (X3, By, mg) be probability spaces
andlet T} : X; > X7 and Ty : X9 > Xy be m.p.t. Then

hy(Ty x Ty |[By x By)) = hy (T1|[By]) + Py, (T2 | [Bs)),

where W = my x mg and B; is a measurable closed T;-invariant subgroup
of X;, i =1, 2.

Theorem 2. Let T be a m.p.t. and endomorphism of the probability
space (X, B, ). Then the map w — hy(T'|[B]) is affine where o is any

finite partition of X. Hence, so is the map p — hH(T|[B])7 i.e., for all

0 < A <1, and when p; and pg are both invariant measures, we have

Py +@-2)pg (T1[B]) = & - by (T|[B]) + (1 = 1) - by, (T'|[B]).
3. Variational Principle

Lemma 11. If { and n are two finite partitions of X, then
h,(CI[B]) < hy(I[B]) + H,(CIn)-

Let  be an arbitrary decomposition of the Lebesgue space X and X | ¢
be the factor space. Let the factor map n: X — X[, be n(x) = C, where
x € C € . Then

na) = | g MeAN O

where p is the conditional measure on C.

Lemma 12. Let o be a partition of (X, B, n), consider the factor map
n, : X > X|g, and let n, be the conditional measure of u on B - x.

Then
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n-1 . n-1 .
Hu[i\z/oT oc|[B]J - unB]H“x[ T a]dnx*p.

=0

Lemma 13. Let n = {By, By, ..., B, } be a partition of X such that
B = (ByUB;, ..., ByUBy) is an open cover of X. Then

{4
1=0

for any subset Y of X.

.on
Y

< b{n\_/1 Ti[s]
i~0

Y

Lemma 14 [10]. Assume that 1 < q <n, for 0 < j<q -1, and put

a(j) = [@} where [b] denotes the integer part of b. We have:

(1) Fix 0 < j < q —1. Then we have
0,1,2,..,n-1}={j+rq+i|0<r<a(j)-1,0<1<q-1}US,
where S =1{0,1,...,j-1,j+a(j)q, j+a(j)g+1,..,n-1} and the cardinality

of S is at most 2q.
(2) The numbers {j+rq|0<j<q-1,0<r<a(j)-1} are all distinct

and are all no greater than n — q.

Now we are ready to show the relation between this conditional
entropy and topological entropy for this measurable closed invariant
subgroup. Here, the main technique used is the construction made by M.
Misiurewicz.

Theorem 3 (Variational Principle). Let T :X — X be an
endomorphism and continuous map of a compact metric topological group

X and let B be a measurable closed T-invariant subgroup. Then

sup  h,(T|[B]) = sup ke, (T | B - x),
peM(X,T) xeX

where M(X, T) is the collection of all invariant measures w under T.
Proof. Part 1. Let p € M(X, T). Then we first show that
hu(T | [B]) < sup htop(T |B - x)
xeX
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Let ¢ = {A;, ..., Ay} be a finite partition of X. Choose ¢ > 0 so that

<1
klogk "’

WA;\Bj)<eand BN Bj = if i # j. Let n = {By, By, ..., By}, where

Then we can choose compact sets B; < A;, 1< j <k, with

By = X\U};’=1 Bj. We have u(By) < ke, and

H,(C[n)
WBNA) wB N4
Z (B)Z B ¢ wB)

:—H(BO)ZH(B(EBOI;)O u(]i(EBT)I;j) for i # 0, M(B:(—gi?j):O orl

< w(By)log k
< kelogk < 1.
So we have H,({|n) < 1.
Then B = {By UB;, ..., By UBy} is an open cover of X. We have if
n>1 Hy (Vi L T7) < log N(VES T7'nlgy), where p, is the
conditional measure of w on B-x and t*é(\/?:_o1 T_in\ B.x) denotes the

number of nonempty set in the partition \/?:_01 T_in under B-x. Let

x : X > X|p., be the factor map, by Lemmas 13 and 14

n-1 .
H T7' |dn,..
-[X|[B] “”(ivo HJ Taell

n-1 .
< sup H, [\/ Tan
=0

xeX

n-1 .
< sup log[ (V T 'n IB.xD
xeX 1=0

< sup log( {r{_/l T8 IB.xJ : 2”}
0

xeX

H“(Vol T | [B]J
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Let this inequality be divided by n and n approach to infinity, therefore

h,(n|[B]) < sup Ay, (T'| B - x, B) + log 2
xeX
< sup Ay, (T'| B - x) + log 2.
xeX
So by Lemma 11
h, (GI[B)) < hy(I[B]) + H,(CIn)
< sup hyop(T'| B - x) + log 2 + 1.
xeX

This gives
h,(T|[B]) < ilel);() hyop(T | B - x) +1log 2 +1

forall p e M(X, T).

This inequality holds for 7", which implies that

n-h,(T|[B]) < n-igghtop(T|B.x)+log2+1.

We divide by n and let n approach to infinity. Hence,
h (T |[B]) < sup hy,(T'| B - x)
xeX

which implies
sup hy, (T [[B]) < sup Ay, (T | B - x).
xeX xeX

Part 2. Given ¢ > 0 and x € X, we wish to produce a T-invariant

probability measure p, such that

hpx (T | [B]) 2 htop(T | B - x, 8)’

where

hyop(T'| B - x, €) = lim sup%log r(n, &, B - x).

n—oo

Here, r(n, ¢, B - x) is the maximal cardinality of (n, &) separating set for
B - x.
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Choose sequences n; — o such that
hyop(T'| B - x, &) = lim Llog r(n;, €, B - x).
1—o0 Iy

Let E;, denote a maximal (n;, ¢)-separated set for B-x such that

card E; . = r(n;, €, B - x). Thus we have

hiop(T'| B - 2, €) = }L%Llog card E; ..

n;

Letting &, denote the point mass at point z € X, let

1
N S s
o card E; , Z z
’ ZEEi,x
and
1 n;—1 .
- = N i
20 n; ZOGL
‘]7
and, let

po=lm p;.
1—>0

Now we choose a partition o = {A;, Ay, ..., A} of X so that
diam(4;) <e¢ and w@A4;)=0 for 1<i<k Since no member of

V?:_Ol T ' can contain more than one member of E; ., as in Lemma 14

n-1 .
logr(n, e, B-x)=Hg | \V/ T_l(xJ
"i=0

= H, ’VT‘M[B]}
=0

n-1 .
=H, |\ T“a|T‘k([B])] for any k
"\i=0

a(j)-1

< H, (T—(”W’)(q\/1 T‘ioc|[B]B + Z H, (T ')
i=0 n

r= lES
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a(j)-1
<

- q-1 .
choT_(,qﬂ-)[i\/O T ' [B]J + 2q log(1).
r=0

Sum this inequality over j from 0 to ¢ —1 and by Lemma 14, then

n-1

i 2
qlogr(n, e, B-x)< ;)choT‘P i\:/oT o|[B]|+ 2q” log(l).

If we divide by n and use Lemma 13 and the concavity of —x log x, then

we can get
q q-1 . 2q2
;log r(n, e, B-x)< Hy, | \V/ T 'a|[B]| + Tlog(l), (1)
" i=0

Since the members of \/?;é T 'a have boundaries of p-measure zero, by

Lemma 15 we can claim that

Jj—o®

q-1 . q-1 .
lim H, (\/ T_la|[B]J = Hu[\/ T_loc|[B]J.
"j\i=0 i=0
Therefore replacing n by n; in (1) and letting j go to infinity we have

q-r(e, B-x)< H{q\z}; T—ia\[B]J = H, (o |[B)),

where r(g, B - x) = lim;_,, nLlog r(nj, &, B -x). We can divide by ¢ and
J

let ¢ go to infinity to get
r(e, B-x) < hy(T|[B], a) < h,(T|[B])
which implies that for each x € X, we can find a dependent invariant
measure p, such that
Peop(T | B - x, €) < by, _(T'|[B))
Then for all x € X,

h, (T|B-x)< h (T|[B
top(T'| B - x) Mez%?,m W(T'[B])



204 WEN-CHIAO CHENG

which means

sup htop (T'|B-x)< sup hp(T [B]).
xeX neM(X,T)

Lemma 15. For any finite partition o, if Hn; = W then

q-1 . q-1 ,
lim Hunj [\/ T_La|[B]j = Hu{l\z/0 T o [B]J

Jj—o®© i=0

Proof. Since B-x is a closed set, limsup;_,, Wy, (B-x)< B -x),
and B is supported on B-x, 1< u(B-x), this implies that u(B - x)

=1, i.e., uis supported on B - x.

Jj—oo j

q-1 . 9-1 .
lim H,, _[V Tloa|[B]j = lim H, {\/ T‘aj
"i\i=0 AR

q9-1 .
- H“(l\_/o T“oc|[B]J.

When this measurable closed invariant subgroup B is the whole space X,
then B-x = B. Then we can get the following lemma which is the usual

variational principle.

Lemma 16. If T : X — X is an endomorphism and continuous map

of a compact metric topological group, then

h(T)= su h,(T),
top( ) peM()Ig,T p( )

where Ry, (T) is the topological entropy of T, hy(T) is the measure-
theoretic entropy of T and M(X, T) is the collection of all invariant

measures W under T.

Again, let T :(X, B, u) > (X, B,u) be a measure preserving
transformation (m.p.t.) of probability space (X, B, p). B is a measurable

closed invariant subgroup. Assume that {B,} is a sequence of sub-o-
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algebra of B and {X,} is a sequence of random variables. Then
{(X,, B,):n=1,2,38, ..} is a martingale if

(1) B, < By,

(2) X,, is measurable w.r.t. B,,,

3) Ef Xy | < e,

4) E[X,411B,]= X, ae.

Lemma 17 (Martingale Convergence Theorem). Every L' bounded
martingale converges a.e.

Let o be a partition of X. Then we consider the conditional

information function
Iy 5qB)(*) = = Y log E(ra | S(B))xa(x).
Aeca
The Martingale Convergence Theorem can be applied to produce the

following lemma.

Lemma 18.If g, = 1 then

a|3(af v[B])

= lim I exists a.e. in L.
£ = 2% Tals(e vIB)

Lemma 19. Let B, = \V/;,_1B,, if {B,} is an increasing sequence of
sub-c-algebras of X and let B, =B, if {B,} is a decreasing sequence.

Then
7}1_{20 H“(OL | Bn) = Hu(a|Boo)'

Lemma 20. If o be a finite partition, then
n-1 I
h,(T|[B], )= lim H,|a|\V T ‘o v [B]
H nsw M =1

= M | T sn s

= | lim I du.

nose o 3o v[B)
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Lemma 21. If a and § are countable measurable partitions of X and ¢

is a sub-c-algebra of B, then
Toupis = Lajg + Ip|3(a)ver

Next we are ready to show the similar Shannon-McMillan-Breiman

theory when [B] is a closed T-invariant subgroup. We recall a m.p.t. 7" of

(X, B, u) is called ergodic if the only measurable set B e B with
T~ B = B satisfies p(B) = 0 or u(B) = 1.
Theorem 4 (Birkhoff Ergodic Theorem). Suppose T : (X, B, n) >

(X, B, u) is ergodic m.p.t., we have for Vf M),
1 n-1 )
.1 iy
r}gr;o - iZ(;f(T x) Ifdu a.e.

Theorem 5 (Conditional Shannon-McMillan-Breiman Theorem). If
T : X — X is an ergodic m.p.t. of the probability space (X, B, n), o is a

finite partition of X and B is a measurable closed T-invariant subgroup,
then w(B) =0 or W(B) =1 and

!
lim — T
ne n+ 1 alS(V

() ®) = (T 11B o) a.e.

Proof. From ergodic definition, we have u(B) = 0 or w(B) = 1.

Let g, =1 forn=1,2 3, ...

ol (I, T (@)v[B)

From Lemma 4, we have T7'B = B, which implies

I, IT

ol |S(B) 1

HovevT (@) I(B) T e ST (a)vv T (o) v[B))

T+1

= Laiae) ° T Las@ o T @ B)

=g+ 8n 10T+ +g oT" 4 gyoT"

= Zn:gnfs °© Ts’
s=0
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where

8o = lim Iy |5(B)-

Let g =lim, ,, I By Lemma 18, g exists a.e. in L'

a| ST v B])
Then we can write

n

1 1 s
n+11a8|3([3])_—n+1§g”_5 r

n n
1 1
- n+1zgoTs+n+lz(g”*3_g)oTs'
s=0 s=0

According to Theorem 4 and Lemma 20, this implies

n
. 1
] > oTszj d
n1—1>1<;10n+1870g i S

=1 lim I
Jim T san sy

= hy(T|[B], o).
Therefore, we must show the following to prove this claim

n

. 1 .

,}gﬂonHEOlgn_s—ghT ~0 ae.
S=

Foreach N =1, 2, 3, ..., let Gy = supsspn| g5 — g |- Thus

n

1
n+lzlg”*3_g|°Ts
S

=0
1 n-N 1 n
T 2 lene gl T g D e g lo T
s=0 s=n—N+1

n-N n

]. C S 1 S
Sn+1Z|GN|°T +n+1 Z |gn—s_g|°T‘
s=0 s=n—-N+1
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We fix N and let n go to infinity. Since | g,_, - g| < g* + g € L!, the

second term above tends to 0 a.e. Similarly, Gy < g" + g € L', so we

may apply Birkhoff Ergodic Theorem to the first term:

1 n-N 1 n-N
li —g|oT? < 1i T®
fim g 2l mgle T < lim g 5 Gy

IA

J' Gydi — 0
X

by the dominated convergence theorem and that Gy — 0 a.e. which

implies claim.
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