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Abstract

In the present paper, we study the reconstruction of geometry (position
and size) of elliptic voids located in the elastic half-space, in frames of
anti-plane two-dimensional problem. We assume that a known point
force is applied to the boundary surface of the half-space, and we can
measure the shape of the surface over a certain finite-length interval.
Then, if the shape of the defect is unknown, we construct an algorithm to
restore its position and size. Some numerical examples demonstrate a
good stability of the proposed algorithm.

1. Introduction

In the engineering applications of strength theory the detection and
recognition of defects in elastic materials is one of the most important
problems of Non-destructive Evaluation. Various methods are used for
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this purpose, and one of them is founded on the theory of inverse
problems. In order to detect and recognize the image of the void, one may
apply over a boundary of the sample a certain type of load, so that to
measure the boundary deformation caused by this load. Then one may
suppose that the presence (or absence) of interior defects will influence
the measured obtained data. It is also quite natural to suppose that if
there is an interior void in the sample, then its position and geometry can
influence significantly the shape of the deformed boundary. This idea
creates a good basis for defects reconstruction from the measured
deformation of the boundary of loaded samples.

A number of theoretical works were devoted to the inverse problems
of this kind, with applications to recognition of cracks [1, 2, 7]. Some
important papers concern uniqueness of the solution, some others
develop explicit-form analytical results or numerical algorithms [3, 4].
Unfortunately, much less results are devoted to reconstruction of
volumetric (non-thin) defects in elastic samples under the same
conditions and with the same type of input data.

In the present work, we study the anti-plane (i.e., scalar) problem of
linear isotropic elasticity in the half-space, with an outer load applied to
its boundary surface. We show that so formulated direct problem can be
reduced to the Laplace partial differential equation. Then we construct
Green’s function, which automatically satisfies the trivial boundary
condition over the plane surface of the considered half-space. Such
Green’s function allows us to formulate the direct problem as a single
integral equation holding over the boundary of the void, in the case when
a volumetric defect is located in the elastic half-space. Solution of this
integral equation permits to determine the shape of the boundary
surface, if the form of the void is known. Further, we formulate the
inverse problem, which is to restore the geometry of the void from the
measured input data, which is the known deformation of the boundary
line over some finite-length interval. A specially proposed numerical
algorithm is suitable to solve this inverse problem. This is reduced to a
sort of minimization of the discrepancy functional. Finally, we give some
example of application of the proposed method, in the case of the
reconstruction (location and geometry) of elliptic voids.
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2. Mathematical Formulation of the Problem

Let us consider the (two-dimensional) anti-plane problem about a

volumetric flaw with the boundary L located in the homogeneous and

isotropic elastic half-space (see Figure). The anti-plane formulation

implies that the components of the displacement vector u is of the
following form:

( ) ( ){ },,,0,0,, yxwzyx =u (2.1)

where w is the component of the displacement vector in the direction z.

Then the equation of equilibrium can be simplified to the ordinary
Laplace equation (see, for example, [10])

( ) ,0,0divgrad
2

2

2

2
=

∂

∂+
∂

∂⇒=µ+λ+∆µ
y

w

x

wuu (2.2)

where λ and µ are elastic constants. It is obvious that the only nontrivial

components of the elastic stress tensor, among other six ones, are xzσ

and ,yzσ  which can be represented in terms of function ( )yxw ,  as

follows: ( ) ( ) .,,, ywyxxwyx yzxz ∂∂µ=σ∂∂µ=σ

In the direct problem the position and the geometry of the void are
known, but in the inverse problem they should be determined from some
input data. In order to provide such input data, let us assume that a

known tangential point force ( )xyz δσ=σ 0  is applied to the boundary

line 0=y  of the half-space, for example, at the origin (see Figure). Due

to linearity of the problem, let us represent the full solution of this
problem as a superposition of the two ones: (1) corresponding to the
applied load for the fully continuous (i.e., without any void) half-space,
and (2) corresponding to the problem with the free boundary line 0=y

and with void located in the half-space whose boundary L is subjected to

some tangential stress:

( ) ( ) ( ).,,, 0 yxyxyxw ϕ+ϕ= (2.3)

The solution to the problem in the perfect half-plane free of void can

be constructed by applying the Fourier transform along the x-axis to the
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both parts of the Laplace equation (2.2):

( ) ( ) ( ) ( )∫ ∫
∞

∞−

∞

∞−

α−α ααΦ
π

=ϕϕ=αΦ .,
2
1,,,, 0000 deyyxdxeyxy xixi (2.4)

This results in the ordinary differential equation of the second order,

with a certain parameter s:

( ) ( ) ,0,
, 02

2

02
=αΦα−

αΦ
y

dy

yd
(2.5)

whose bounded solution is

( ) ( ) .0,,0 ≥α=αΦ α− yeAy y (2.6)

Here the unknown quantity ( )αA  should be determined from the

boundary condition:

( ) ( ) ( )
αµ

σ
=⇒

µ
σ

=
αΦ

⇒δ
µ
σ

==
∂
ϕ∂ 00

0
0

0
,

0,
,0 A

dy
d

xy
y

(2.7)

hence

( ) ∫
∞

∞−

α−α−
α

αµ
σ

=ϕ ., 00 deyx
xiy

(2.8)

It should be noted that this integral diverges due to a non-integrable
singularity of the integrand as .0→α  This conforms to the well known

classical paradox of the potential theory for unbounded domains: under
any non-self-balanced system of forces the displacement field in the far
zone increases infinitely as a logarithmic function (see, for example, [9]).
However, the stress field is determined correctly, since the components of
the stress tensor are expressed as some derivatives applied to function

( ).,0 yxϕ  Obviously, any derivative with respect to x or y in (2.8) cancels

the non-integrable singularity in the denominator.

Another way to arrange a regular stress-strain field in the half-plane
is to remove the singularity in Eq. (2.8). In fact, if we add any constant to
the right-hand side of (2.8), then the so-written function provides again
all the required conditions, i.e., this satisfies the Laplace partial
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differential equation and the boundary condition (2.7). For this reason we

can rewrite representation (2.8) for 0ϕ  as follows:

( ) ∫
∞

∞−

α−α−α−
α

α
−

µ
σ

=ϕ deeyx
xiy

00 ,

( )∫
∞ α−α−

α
α

−α
µ
σ

=
0

0 ,
cos2

d
exe y

(2.9)

which is regular for all ∞<x  and all .0≥y  By such a manner we

avoid the irregular behavior of the displacement, because any motion of
the medium as an absolutely rigid body is out of any interest when
studying the strength properties of the material.

3. The Basic Boundary Integral Equation and Green’s Function

for the Half-space

Let a void with the boundary L free of load be located in the linear

isotropic elastic half-space (see Figure). Under conditions of the anti-
plane problem, among all three components of the stress vector on the

boundary curve L there is the only one, which reads as

,
n
w

y
wn

x
wnnnT yxyyzxxzz ∂

∂µ=






∂
∂+

∂
∂µ=σ+σ= (3.1)

where n is the normal to L. If the upper plane surface 0=y  is loaded at

the origin by a point force ,0σ  then the mathematical formulation of the

direct problem is to solve the Laplace equation (2.2), with the boundary
conditions

( ) ( ) .0,0 0 =
∂
∂δ

µ
σ

==
∂
∂

Ln
wxy

y
w (3.2)

Then, taking into account representation (2.3) and boundary condition

(2.7) for function ( ),,0 yxϕ  we can conclude that the boundary value

problem for function ( )yx,ϕ  is formulated as follows:

( ) ( ) ( ) .,00,0
,, 0

2

2

2

2

LL nn
y

yy
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x

yx
∂
ϕ∂−=

∂
ϕ∂==
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ϕ∂=

∂
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+

∂

ϕ∂
(3.3)
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Let ( )yx,,, ηξΦ  denote Green’s function for the Laplacian in the

considered half-space, i.e., the function which satisfies the equation

( ) ( ) ,0,0,
2

2

2

2
≥η>−ηδ−ξδ−=

η∂

Φ∂+
ξ∂

Φ∂ yyx (3.4)

in the half space 0≥η  with the trivial boundary condition:

.0,0 =η=
η∂
Φ∂ (3.5)

Let us consider the pair of two functions, ( )ηξϕ ,  and ( ),,,, yxηξΦ

both being the functions of variables ( )ηξ,  on the domain Ω which is our

half-plane without the void’s interior S: {( ) ( )ηξ>η∈ηξ=Ω ,,0:, 2R

},S∉  and write out the following combination:

( )∫Ω ηξϕΦ∆−∆Φϕ .dd (3.6)

By using Green’s integral formula and taking into account relations (3.3),
(3.4), this can be rewritten as

( ) ( )∫ ∫Ω Ω∂








∂
ϕ∂Φ−

∂
Φ∂ϕ=ηξϕΦ∆−∆Φϕ=ϕ− ., dl

nn
ddyx (3.7)

Let us recall that the full boundary ∂Ω of the considered domain Ω
consists of the two contours: L and { }.0=η  Since the normal derivatives

of the both functions satisfy the trivial boundary condition (see Eqs. (3.3)

and (3.5)), the right integral over the line { }0=η  is null in Eq. (3.7). If

we change in addition the direction of the unit normal n, so that this be

directed outwards the contour L, we can conclude from the last relation

that

( ) ∫ ∫ 







∂
ϕ∂Φ+

∂
Φ∂ϕ=








∂
ϕ∂Φ−

∂
Φ∂ϕ=ϕ

L L
dl

nn
dl

nn
yx ,,

0
(3.8)

where we have taken into account again boundary condition (3.3).

Now, in order to derive a boundary integral equation of the direct
problem, we should use some results of the classical potential theory.
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Namely, if any point ( ) ,, LYX ∈  then

( ) ( )
( ) ( ) ( )∫ ∫ ηξ

∂
Φ∂ϕ+

ϕ
=ηξ

∂
Φ∂ϕ

→ L LYXyx
dlYX

n
YX

dlyx
n

.,;,
2
,

,;,lim
,,

(3.9)

This allows us to derive from Eq. (3.8) the following boundary integral
equation:

( ) ( ) ( ) ( )∫ =ηξ
∂
Φ∂ηξϕ−ϕ

L
YXfdlYX

n
YX ,,,,,,,

2
1 (3.10a)

( ) ( ) ( )∫ ηξΦηξ
∂
ϕ∂=

L
dlYX

n
YXf ,,,,,,

0
(3.10b)

where again, function 0ϕ  is given by Eq. (2.8) but function Φ should be

constructed as a solution of Eq. (3.4) with boundary condition (3.5).

Integral equation (3.10) is the basic boundary integral equation of the
direct problem. The only remaining technical detail is to construct
Green’s function as a solution to Eq. (3.4) satisfying trivial boundary
condition (3.5) over the boundary surface of the half-space. In order to
develop explicit representation for such Green’s function, let us apply

again the Fourier transform to Eq. (3.4) with respect to the variable ξ.

Then we obtain

( ),~~
2

2

2
ye

d

d xi −ηδ−=Φα−
η

Φ α (3.11)

since

( )∫
∞

∞−

ααξ =ξ−ξδ .xii edex (3.12)

Here ( )yx,,,~ ηαΦ  designates the Fourier transform of the function

( ).,,, yxηξΦ

The solution to Eq. (3.12) can be constructed as a sum of a general
solution of respective homogeneous equation and a particular solution of
the full (inhomogeneous) equation:
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( ) ( ) ( ) ηαηα− α+α=ηαΦ eyxBeyxAyx ,,,,,,,~

( ).,,,~ yxpart ηαΦ+ (3.13)

In order to define partΦ~  from inhomogeneous equation (3.11), let us

note that the particular solution may not satisfy any boundary condition
on the upper surface .0=η  For this reason let us apply again the

Fourier transform with respect to the variable η:

( ) ( ) ( ) ( )
( )

,,,,
~~,,,

~~
22

22

β+α
=βαΦ⇒=βαΦβ+α

β+α
β+α

yxi
yxi eyxeyx (3.14)

where Φ
~~  denotes the double Fourier transform of the function Φ, with

respect to both ξ and η variables. The inverse Fourier transform (along

the second variable) of expression (3.14) is

( )
( )

∫
∞

∞−

βη−βα
β

β+απ
=ηαΦ deeyx

yixi

222
,,,~

 
( )[ ]∫

∞ −ηα−αα

α
=β

β+α

η−β
π

=
0 22

,
2

cos yxixi eed
ye (3.15)

hence

( ) ( ) ( ) ηαηα− α+α=ηαΦ eyxBeyxAyx ,,,,,,,~

 .
2 α

+
−ηα−α yxi ee (3.16)

The correct solution should be bounded at infinity, i.e., as ,∞+→n

consequently the second term here must be rejected. We thus come to the
representation

( ) ( ) .
2

,,,,,~
α

+α=ηαΦ
−ηα−α

ηα−
yxi eeeyxAyx (3.17)

Boundary condition (3.5) implies ( ) 00~ ==ηη∂Φ∂  that allows us to

define the quantity ( )yxA ,,α  in the following form (notice that if 0>y
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and ,0=η  then :)η−=−η yy

( ) .
2 α

=α
α−α yxi eeA (3.18)

Now substitution of Eq. (3.18) into Eq. (3.17) and application of the

inverse Fourier transform leads to the representation of the sought

Green’s function

( )
( )

( )∫
∞

∞−

ξ−α
−ηα−+ηα−

α
α
+

π
=ηξΦ .

4
1,,, deeeyx xi

yy
(3.19)

It should be noted that again, like in formula (2.8), we have arrived

at a divergent integral. However, as we will see below, the boundary

equation with this Green’s function can be formulated quite correctly.

First of all, let us show that boundary integral equation (BIE) (3.10)

can be re-written in a more advanced form, when its right-hand side

( )YXf ,  is free of any integration. For this aim, we prove that

∫ =







∂
ϕ∂Φ−

∂
Φ∂ϕ

L
dl

nn
.0

0
0 (3.20)

This statement can be proved directly, if one considers again Green’s

integral formula applied to the pair of functions: ( )ηξϕ ,0  and

( )yx,,, ηξΦ  inside the contour L. Really, both functions are regular in

this domain, if the point ( )yx,  is outside L, and satisfy there the Laplace

equation. Consequently, the construction like presented in Eq. (3.6)

immediately results in (3.20). Now the summation of (3.20) with the left

equality in (3.8) gives

( ) ( ) ( )∫ ∫ ξη
ξη

ηξ
∂
Φ∂ηξ=







∂
∂Φ−

∂
Φ∂=ϕ

L L
dlyx

n
wdl

n
w

n
wyx ,,,,,, (3.21)

due to boundary condition (3.2). Here we have explicitly marked that the

outer unit normal to the boundary contour L is drawn at the point ( ),, ηξ

not ( )., yx  So, with ( ) ( )YXyx ,, →  we come to the representation
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following from (3.21):

( ) ( ) ( ) ( ) ( )∫ ∈ηξ
∂
Φ∂ηξ+=ϕ ξη
ξηL

LYXdlYX
n

w
YXw

YX .,,,,,,
2
,, (3.22)

Since ( ) ( ) ( ),,,, 0 yxyxwyx ϕ−=ϕ  this results in a considerably

simpler integral equation:

( ) ( ) ( ) ( ) ( )∫ ∈ϕ=ηξ
∂
Φ∂ηξ− ξη
ξηL

LYXYXdlyx
n

w
YXw

,,,,,,,,
2
, 0

(3.23a)

than the one written in (3.10). Note that the right-hand side ( )YX ,0ϕ

here is given by Eq. (2.9) that can be expressed in a finite form as follows:

( ) ( ) ( )∫
∞ α−α−

+
µ
σ

−=α
α

−α
µ
σ

=ϕ
0

22000 .ln
cos2

, YXd
eXe

yx
Y

(3.23b)

A more detailed representation for the kernel Φ in (3.23a) can also be

given in a finite form. Let us notice that

ηξ
ξη η∂

Φ∂+
ξ∂
Φ∂=

∂
Φ∂ nn

n

( )
( )[ ]∫

∞ −ηα−+ηα−

ηξ αξ−α×
α
+









η∂
∂+

ξ∂
∂

π
=

0
cos

2
1 dxeenn

yy

{ ( )[ ] [ ( ) ]∫
∞ −ηα−+ηα−

ξ +ξ−α
π

=
0

sin
2
1 yy eexn

( )[ ] [ ( ) ( )]} α−η+ξ−α− −ηα−+ηα−
η dyeexn yy signcos

( ) ( ) ( ) ( )

















−η+ξ−

ξ−+
+η+ξ−

ξ−
π

= ξ 22222
1

yx

x

yx

x
n

( ) ( ) ( ) ( )
.

2222 

















−η+ξ−

−η+
+η+ξ−

+η− η
yx

y

yx

y
n (3.24)
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4. Calculation of Physical Quantities and Formulation of

the Reconstruction Problem

As soon as integral equation (3.23) is solved, i.e., the function ( )yxw ,

is determined, the displacement field at arbitrary point of the elastic
medium can be calculated by using Eq. (3.21):

( ) ( ) ( )∫ ξη∂
Φ∂ηξ+ϕ=

L
dl

n
wyxyxw ,,, 0

( ) ( )∫ ξη∂
Φ∂ηξ++

µ
σ

−=
L

dl
n

wyx ,,ln 220 (4.1)

where the quantity n∂Φ∂  is given again by Eq. (3.24). After that the

components of the stress tensor can be calculated as yzxz xw σ∂∂µ=σ ,

yw ∂∂µ=  (see Section 2). We thus can calculate all physical quantities

at the arbitrary point ( )yx,  inside the medium. In particular, the shape

of the upper boundary surface ( )0=y  is

( )
( )

( )
( )∫ ηξ

η+ξ−

η−ξ−
π

+
µ
σ

−= ηξ

L
dlw

x

nnx
xxF .,1ln

2
22

0 (4.2)

From this formula we can easily extract the contribution given by two
physically different components: (1) The deformation of the boundary in

the perfect (i.e., free of any void) half-space under the applied force ,0σ

that is, given by the first logarithmic term in (4.2), and (2) The
contribution given by the influence of presence of the flaw, the second
integral term in (4.2). The latter can be calculated as:

( )
( )

( )
( )∫ ηξ

η+ξ−

η−ξ−
π

= ηξ

L
dlw

x

nnx
xF ,,1

220 (4.3)

and gives, as has been said above, the contribution of the defect presence
to the deformation of the boundary surface.

Concrete realization of the proposed ideas is founded on the

collocation technique (see, for example, [5]). Let us arrange a dense set of

nodes ( ),, ii yx  Ni ...,,1=  on the contour L: ( ) ,,, iLyx ii ∀∈  which
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subdivides the contour to N small intervals of the length .i  As follows

from the general theory of integral equations of the second kind (see, for

example, [11, Chapter 1]), if ( ) ,0max →ii
 then the approximate

numerical solution to Eq. (3.23) can be obtained by solving the linear
algebraic system:

∑
=

=ϕ=
N

j
ijij Niwa

1

0 ,...,,1, (4.4a)

with

( ) ( ) ,
2
1,ln,, 2200 =+

µ
σ

−=ϕ= iiiiiiii ayxyxww

( )
( ) ( ) ( ) ( )

















−+−

−
+

++−

−
π

=
2222

,
2
1

ijji

ji

ijji

ji
jjxij

yyxx

xx

yyxx

xx
yxna

( )
( ) ( ) ( ) ( )

.,,
2222

ji
yyxx

yy

yyxx

yy
yxn j

ijji

ij

ijji

ij
jjy ≠



















−+−

−
+

++−

+
−

(4.4b)

This system is constructed so that the set of the “inner” discrete

integration point {( )},, jj ηξ  over which the integration is being

performed, coincide with the set of the “outer” nodes ( ){ },, ii yx  which are

used to provide the equality between the left- and the right-hand sides in

(3.23a). In this case ( ) ( ),,, iijj yx=ηξ  and this justifies why the method

is called the collocation technique.

It should also be noted that the long elements ,ija  as expressed by

the last equality in Eqs. (4.4), are excluded from the diagonal elements

(the case ).ji =  These elements correspond to the case when ( ) =ηξ,

( )YX ,  in the kernel of integral (3.23), and they have a singular behavior

as ( ) ( ).,, YX→ηξ  However, the contribution of such elements to the full

sum (4.4) is small (as )0)max( →j  when compared with the contribution

of the “outer” term in (3.23a) staying outside the integral, which in the

discrete form results in the diagonal element 21=iia  in (4.4). Such an
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approach allows us to avoid unnecessary troubles connected with a

potentially singular behavior of the kernel in (3.23a) as ( ) ( ).,, YX→ηξ

The problem of void reconstruction from boundary measurements can
be formulated in the following way. Let the shape of the deformed

boundary surface ( ),0=y  which is caused by the applied point force

( ),0 xδσ  be known on a certain finite-length interval ( )+−∈ xxx ,  of this

boundary line .0=y  In this case we know the function ( )xF0  in (4.3) for

( ),, +−∈ xxx  but we do not know the form of the void, contour L. The

task is just to reconstruct this contour from the given input data for

function ( ).0 xF

Mathematically, the problem can be presented as a (nonlinear)
system of two Eqs. (3.23) and (4.3) for the two unknown functions:

(1) function ( ) ( ) ,,,, Lw ∈ηξηξ  and (2) defining equation of the contour L.

The considered system seems to be linear with respect to function ( )ηξ,w

but this is so only at first sight, because this function is defined over the
contour L, which is unknown a priori.

In practice, the measurements on the deformation of the boundary
surface cannot be carried out absolutely precisely. This predetermines the
input data to be known with a certain error. Therefore, the proposed
algorithm should provide a stability with respect to small perturbations of
the input data.

5. Numerical Algorithm and Examples of Reconstruction

in the Case of Elliptic Flaw

The proposed numerical method is founded on the collocation
technique described above. For concrete implementation of algebraic

system (4.4) we put in the case of smooth contour L:
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Such a construction automatically provides symmetric solution for

symmetric contours.

These formulas are valid for arbitrary smooth contour L. However, if

the flaw is an elliptic cylinder with the semi-axes a and b, with its center

being located at the point ( )hc,  and with the angle of inclination θ with

respect to the x-axis, then the above formulas can be written in a more

concrete form since
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ii
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Under such conditions the reconstruction problem becomes five-

dimensional, in the sense that this consists of a search of the five

parameters h, c, a, b, θ.
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Two different algorithms can be proposed to resolve this inverse
problem.

The first one operates with the set of 5+N  unknown quantities h, c,

a, b, θ, and ( )Niwi ...,,1, =  from the system (4.4) (N equations), which

has to be considered after substitution of (5.2) into (4.4). The additional
set of required equations may be constructed by choosing a number of

nodes ( ) ( )Mmxxxm ...,,1,, =∈ +−  in the equality (4.3) over the interval

where the input data of the measured values ( )mxF0  is collected. If we

take ,5>M  then we come to an overdetermined system of MN +

relations for 5+N  unknown quantities.

In order to resolve this system of equations, we can pose a problem on
minimization of the discrepancy functional:
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In the case when the input data is given exactly this functional

attains the minimum: ( ) 0min 1 =Ω  just on the exact contour. The

question whether there is another combination of the sought quantities,

which provides the zero value of the functional ,1Ω  is related to

uniqueness of the solution to the formulated reconstruction problem. This
question is out of the present study, whose principal goal is to propose an
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efficient concrete numerical algorithm of the reconstruction and to test it
in the case of elliptic flaws, rather than to investigate (also important in
some aspects) questions about solvability and uniqueness.

Another approach can be founded on an explicit (numerical)
resolution of system (4.4) considered as a linear algebraic system only for

the values of .iw  If this system is represented in the operator form as

( ) ( ) ( ) ( ),...,,1,,,,, 000 NjiwwaAAw iiij =ϕ=ϕ==ϕ= (5.4)

then its inversion is

( ) ., 0101
ii AwAw ϕ=⇒ϕ= −− (5.5)

Obviously, operator 1−A  depends on the five parameters: =−1A

( ),,,,,1 θ− bachA  so the substitution of (5.5) into (4.3) results, in the

discrete form, in the overdetermined system of nonlinear equations for

parameters h, c, a, b, θ:
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This can also be resolved by a minimization of the discrepancy functional:

 ( )[ ],,,,,min 2 θΩ bach
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(5.7)

By the same reason as in the minimization of functional ,1Ω  Eq. (5.3),
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in the case of exact input data a zero minimum of 2Ω  corresponds to the

exact solution of the inverse problem under consideration and we are not

able to predict a priori whether this solution is unique.

By their basic ideas and in some technical aspects these approaches
are different. The principal difference is that the first algorithm does not
require any solution of the direct problem, as it is formulated in the form
of integral equation (3.23), or in the equivalent discrete form of linear
algebraic system (4.4).

Another difference between the minimization of the two functionals,

1Ω  and ,2Ω  is that the latter is really a usual function of five variables.

From this point of view the minimization of 2Ω  seems to be a simpler

problem.

However, any regular method to solve the both minimization
problems is based on a calculation of the gradient operator of the

corresponding functional. For 1Ω  this can be found analytically in an

explicit form since the dependence of the functional upon iw  is quadratic

and explicit, and the dependence on the parameters ( )θ,,,, bach  is more

complex but still explicit (in fact, ija  is explicitly written in (4.4b) in

terms of ( ),, ii yx  and the latter clearly contains the five parameters from

(5.2)). From this point of view, the determination of the gradient is a more

simple task just in the case of 1Ω  since for this functional the gradient

can be easily calculated analytically. For the functional 2Ω  this gradient

can be calculated numerically.

As soon as the method to calculate the gradient of 1Ω  and 2Ω  has

been arranged, the minimization of these functionals can be achieved by
some iterative gradient process, like Steepest Descent Method, or
Conjugate Gradient Method (see, for example, [8]). Both iterative
methods converge to exact solution in the case of linear operator
equation, which corresponds to a quadratic functional. Our inverse
problem is nonlinear, so we cannot prove strictly that the iterative
scheme converge. However, since any smooth functional is locally
quadratic, there is a good chance that this iterative method is convergent.
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The more important point is that any iterative method provides a
convergence to a local minimum only. In the case of nonlinear equations
such values of local minima may be too far from the desired value

.02,1 =Ω

For this reason we used in our numerical experiments a version of
the method of random search contiguous to the one described in detail in
[6]. This provides a search of the global minima by moving step by step
among the most promising iterations. When performing the numerical

implementation, we could clearly observe that the minimization of 1Ω

and 2Ω  gives the results very close to each other, but operation with 2Ω

permits reconstruction within a shorter time of computations.

Some examples of the reconstruction are demonstrated in Table 1.

For all examples demonstrated below we used 200=M  points of

measurements over the interval ( ),5,5−∈x  to form the array of the

input data, so that .2...,,1,05.0,05.0 100 Mmmxmx mm =−== +  It is

clear that with such a choice of the trial points they represent a relatively
uniform set around the applied force.

Table 1

Input data
error

h c a b θ Type of
result

0% 1.500 0.000 1.000 0.500 0.000 exact

1.520 0.025 0.995 0.527 0.020 restored

0% 2.500 1.000 1.300 0.500 571.12 =π exact

2.491 0.999 1.299 0.497 1.569 restored

2.470 1.001 0.493 1.293 3.140 restored

0% 5.000 4.000 2.000 0.700 785.04 =π exact

4.987 3.980 0.639 2.039 2.344 restored

0% 2.000 – 3.000 0.400 0.600 047.13 =π exact

2.022 – 3.008 0.605 0.399 2.621 restored

These results are related to the case of exact input data. The latter
was obtained by a solution of the direct boundary value problem by
Boundary Element Technique.
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Then we studied the stability of the proposed algorithm if the input
data is given with an error. In order to model the input data with a
certain error, we first did construct the solution of respective direct
problem, and then arranged some stochastic perturbations of the so
obtained data. Some results of such a numerical simulation are shown in
Table 2.

Table 2

Input data
error

h c a b θ Type of
result

10% 7.000 0.000 4.000 1.000 0.000 exact

7.015 – 0.027 1.385 3.703 1.562 restored

7.017 0.065 3.739 1.342 0.011 restored

10% 3.000 – 2.500 1.200 0.300 785.04 =π exact

3.028 – 2.470 1.140 0.433 0.836 restored

3.135 – 2.420 0.342 1.165 2.369 restored

10% 1.000 3.500 0.200 0.200 571.12 =π exact

1.030 3.539 0.201 0.204 1.909 restored

10% 4.500 0.000 0.500 2.500 0.000 exact

4.490 0.025 2.510 0.481 1.568 restored

Further increase in the error of the input data results in the following
table:

Table 3

Input data
error

h c a b θ Type of
result

20% 0.500 4.500 0.400 0.200 571.12 =π exact

0.605 4.551 0.431 0.274 1.527 restored

20% 2.500 3.000 1.000 1.000 0.000 exact

2.480 3.023 0.995 0.988 0.384 restored

20% 5.000 – 2.000 3.000 1.000 785.04 =π exact

5.317 – 1.870 3.139 0.729 0.787 restored

5.451 – 1.969 0.913 3.023 2.352 restored

20% 0.600 0.000 0.100 0.100 047.13 =π exact

0.603 – 0.001 0.102 0.099 2.600 restored
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From the presented results of the numerical simulation, we come to

some important conclusions:

1. It is interesting to notice that Table 3 in some cases shows better

results than Table 2, despite more rough input data. This indicates

an important property that the precision of the reconstruction is

less dependent on the error of the input data than on the geometry

of the void.

2. The highest precision is attained in the reconstruction of ellipses

with low aspect ratio ba  (see the last example in Table 1, the

third example in Table 2, and the second and the last examples in

Table 3.

3. Generally, precision of the reconstruction is high. In some cases

almost the same results are obtained with formally different

reconstructed geometries. For example, two different results of

reconstruction in the first example, Table 1, seem to give

absolutely different defects. However, more detailed view shows

that they are almost coinciding ellipses, whose second ratio is the

inverse value of the first one, and the principal axis is inclined

approximately at the angle .2π  Consequently, they represent a

well reconstructed images for the same defect. Similar examples

are given by all boxes represented by pairs of (seemingly) different

reconstructions.

4. The results do not depend significantly on the precision of the

input data. This may be connected with the overdetermined

character of the input data for the inverse problem. It also

indicates implicitly that the input data randomly perturbed has

the same mean value as a precise input data. In other words, the

proposed algorithm arranges automatically something like a

filtering of a randomly distributed error of the input data.
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