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Abstract

We consider a class of Dawson-Li superprocesses with deterministic

immigration, and discuss a convergence problem for the rescaled

processes. When such a superprocess associated with dependent spatial

motion is given, its rescaled process becomes again an immigration

superprocess of the same kind. Then we prove that under a suitable

scaling, the rescaled immigration superprocesses converge to a

superprocess with coalescing spatial motion in the sense of probability

distribution on the space of measure-valued continuous paths.

1. Introduction

Let us consider, first of all, a super-Brownian motion (SBM for short),
which is a typical example of measure-valued processes. Roughly
speaking, starting from a family of branching Brownian motions, via
renormalization procedure (which is also called short time high density
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limit, we refer to it later as HD limit), the super-Brownian motion can be
obtained, indeed, as a measure-valued Markov process, cf. Watanabe
[30]. It is often called a Dawson-Watanabe superprocess, too. Various
kinds of superprocesses have been studied by many researchers, and in
most cases those superprocesses are obtained as a limit of branching
particle systems (BPS) under variety of settings. Recently, a new
discovery has attracted us, that is to say, it is nothing but a new
knowledge that SBM can be also obtained as a limit of distinct sorts of
particle systems. In other words, under a suitable scaling, rescaled
processes converge to an SBM. For example, rescaled contact processes
converge to super-Brownian motion in two or more dimensions, which is
due to Durrett-Perkins [15]. In [1], Cox et al. proved that rescaled voter
models converge to super-Brownian motion, too. According to Hara-Slade
[18], it can be found that a sort of percolation converges to super-
Brownian motion, as a suitable scaling limit, in high-dimensions.
Moreover, even in the theory of measure-valued processes, similar
phenomena can be observed. For instance, a superprocess with dependent
spatial motion (SDSM for short) is obtained by a HD limit from a family
of interactive branching particle systems, whose branching density
depends on its particle location. Such a { }σρ,,a -SDSM was first

discussed and constructed by Wang [29]. There is a function ( ),xc  one of

those parameters that play an important role in determining a SDSM.
When ( ) ( )0≠xc  is bounded, then under a suitable scaling SDSM

converges to super-Brownian motion, see, e.g., Dawson et al. [3]. Here
again it is recognized that SBM does appear universally as a suitable
scaling limit. On the other hand, for the same SDSM the situation has
changed drastically when ( ) .0≡xc  Under the same scaling as in the

above example, SDSMs converge this time to a superprocess with
coalescing spatial motion (SCSM). This remarkable occurrence was
proved by Dawson et al. [4].

Let us consider a little bit complicated model with interaction, in
which a notion of immigration is taken into account. For instance, such
an immigration superprocess associated with SDSM was constructed in
Dawson-Li [2]. The purpose of this paper is to discuss a convergence
problem for rescaled processes of the above type. We observe that when
such an immigration superprocess is given, then its rescaled process
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becomes again an immigration superprocess of the same kind. The

generator of the rescaled immigration superprocesses { },0; ≥θ tYt  ( )1≥θ

is given by

( ) ( ) ( )
( ) ( )∫ ν

δν
νδρ=νθ R
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δνδν
νδ−ρ+ θ2

dd
2
1 22

R
yx

yx
F

dxdy
dyx

( )
( )

( )∫ ν
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νδσ+ θ R
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( )
( ) ( )∫ δν
νδ+ θ R

xm
x

F
q d    for ( ) ( ),Dom θ∈ν IF (0)

where θ is a scaling parameter, ( )νF  is a function defined on the space

of finite measure ν on ,R  ( )0ρ  is a positive constant, θρ  is some

interaction parameter, 0>σθ  denotes a branching rate and θq  is an

immigration rate (for the details, see Sections 2 and 3 below). Our goal is
to prove that under a suitable scaling, the rescaled immigration
superprocesses associated with SDSM converge to a Dawson-Li-Zhou
superprocess with coalescing spatial motion in the sense of probability
distribution on the space of measure-valued continuous paths.

This paper is organized as follows.

Section 1. Introduction: the running section

Section 2. Notation and Preliminaries

2.1. Superprocess with dependent spatial motion

2.2. Superprocess with coalescing spatial motion

2.3. Immigration superprocess

Section 3. A Limit Theorem

3.1. A class of immigration superprocesses

3.2. Scaling and rescaled processes

3.3. Main results



w
w

w
.p

ph
m

j.c
om

ISAMU DÔKU148

Section 4. Tightness Argument

Section 5. Convergence Argument

Section 6. Proof of Key Proposition

6.1. Simple reduction

6.2. Purely atomic representation

6.3. Approximation procedure

6.4. Convergence in law and interchangeability argument

Section 7. Concluding Remarks

In Section 2 we  introduce some notation which shall be commonly
used in the succeeding sections. Then we make a quick review of key
superprocesses in this paper, such as superprocess with dependent
spatial motion (SDSM), superprocess with coalescing spatial motion
(SCSM) and immigration superprocess (IMS). Those superprocesses live
in the family of interacting measure-valued Markov processes. The main
result is stated in Section 3. The following three sections are devoted to
the proof of the limit theorem. In particular the key proposition
describing a convergence result of the principal term shall be proved in
Section 6. The proof of the key proposition is of course important, but is
quite longsome as well. So it is divided into four steps, roughly. Each step
will be explained in each subsection. Some concluding remarks are stated
in the last section.

2. Notation and Preliminaries

Let ( )RFM  ( )( )RaM.resp  be the space of all finite (resp. purely-

atomic) measures on ,R  respectively, and we denote by ( )RC  the space of

all bounded and continuous functions on .R  ( )+RC  is the totality of

positive members in ( ).RC  We always consider the space ( )RFM  endowed

with the topology of weak convergence. The symbol µ,f  denotes an

integral ∫ µdf  of a measurable function f with respect to a measure µ.

For ( )R1Ch ∈  and both h, h′  ( ),2 RL∈  we define
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( ) ( ) ( )∫ ∈−=ρ .,d Rxyyhxyhx (1)

For a given topological space E, let ( )EB  denote the totality of all

bounded Borel functions on E. We denote by ( )EP  the space of all

probability measures on E. For ( )( ),RFMBF ∈  we define the variational

derivative of F with respect to ( )RFM∈µ  as

( )
( ) ( ) ( ){ } ExFrF

rx
F

xr
∈µ−δ+µ=

δµ
µδ

+→
,1lim

0
(2)

if the limit exists. We can define ( ) ( ) ( )yxF δµδµµδ2  in the same way with

F replaced by ( ) ( )yF δµµδ  on the right-hand side of (2). For simplicity, we

put ( ) [ ) ( )( )RR FM MCC ,,0 ∞=+  for the space of finite measure-valued

continuous paths on .+R  For the Skorokhod space, we use ( ) =+RMD

[ ) ( )( ).,,0 RFMD ∞  For the generator ,A  we say that an ( )RFM -valued

càdlàg process ( ) 0≥= ttXX  is a solution of the ( )( )AA Dom, -martingale

problem, if there is a probability measure ( )( )+µ ∈ RP MDP  on the space

[ ) ( )( )RFMD ,,0 ∞  such that ( ) 10 =µ=µ XP  and

( ) ( ) ( )∫ ≥−−
t

st tsXFXFXF
0

0 0,dA (3)

is a martingale under µP  for each ( ).Dom A∈F

2.1. Superprocess with dependent spatial motion

In this subsection we shall introduce the superprocess with dependent
spatial motion (SDSM) as a purely-atomic measure-valued diffusion. Let

( ) .+∈σ RC  We denote by ( )LD  the domain of the generator ,L  which is

a subset of the space ( )( )RFMB  of bounded measurable functions on

( ).RFM  More precisely, let ( )LD  be the union of all functions ( )µF  on

( )RFM  of the form

( ) { }( ) ( ) ( )RFnf MfFF
i

∈µµφµφ=µ=µ φ ,,...,,,1, (4)
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with ( )nCf R2∈  and { } ( )R2Ci ⊂φ  and all functions of the form

( ) ( ) ( )RF
m

fm MfFF ∈µµ=µ=µ ,,, (5)

with ( ),2 mCf R∈  where mµ  is a tensor product of measures .m⊗µ  For

any ( )LD∈F  we define

( ) ( ) ( )
( )

( ) ( ) ( )
( )

( )∫ ∫ µ
δµ

µδσ+µ
δµ

µδρ=µ
R R

x
x

F
xx

x
F

dx

dF d
2
1d0

2
1

2

2

2

2
L

( ) ( )
( ) ( ) ( ) ( )∫∫ ×

µµ
δµδµ
µδ−ρ+

RR
.dd

2
1 22

yx
yx

F
dxdy
dyx (6)

Here the function ρ in the second line of (6) expresses interaction, and the

second term in the first line of (6) describes the branching mechanism.

An ( )RFM -valued diffusion process ( )tXX =  is called a ( ){ }σρρ ,,0 -

superprocess with dependent spatial motion (or ( ){ }σρρ ,,0 -SDSM) if X

solves the ( )( )LDL, -martingale problem, cf. [3] (see also [29]). Actually it

is proved that X lies in the space ( )RaM  (see Remark 2 below). Moreover,

based on the results of Dawson et al. [3], we observe: for each ( )RFM∈µ

there is a unique Borel probability measure µQ  on ( )+RMC  such that,

for each ( ),2 RC∈ϕ

( ) ( )∫ ≥ϕ′′ρ−µϕ−ϕ=ϕ
t

stt tsXXM
0

,0,d,
2
0,, (7)

is a continuous martingale under µQ  with quadratic variation process

( ) ( )∫ ∫ ∫ ϕ′⋅−+σϕ=ϕ
t t

sst zXzhssXM
0 0

22 .d,dd,
R

(8)

Remark 1. The system { ( )}RQ FM∈µµ ;  defines a diffusion process

named superprocess with dependent spatial motion. Here ( )0ρ  is the

migration rate and σ is the branching rate. The only difference between

the SDSM and the SBM in ( )RFM  is the second term on the right-hand

side of (8), which comes from the dependence of the spatial motion.
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Remark 2. Because of the dependent spatial motion, the properties

of SDSM are quite different from those of superprocess with independent

spatial motion. For instance, it is well known (see Konno-Shiga [21]) that

the super-Brownian motion started with an arbitrary initial state enters

immediately the space of absolutely continuous measures and its density

process satisfies a class of stochastic partial differential equations. On

the contrary, the ( ){ }σρρ ,,0 -SDSM lives in the space of purely atomic

measures, cf. Wang [29]. Related to the above observation, the purely

atomic version of the SDSM with a general initial state can only be

constructed not by usual Feller branching diffusions, but by excursions

(cf. [2]).

Lastly we shall introduce the remarkable result on the explicit

representation of SDSM. Now let us consider a general initial state

( )RFM∈µ  with .0,1 >µ  Suppose that there is a time-space white

noise ( )ysW d,d  on [ ) R×∞,0  based on the Lebesgue measure Ad  and a

Poisson random measure ( )waN d,d  on 0W×R  with intensity ( )adµ

( )wQk d  on some complete standard probability space ( ),,, PFΩ  where

kQ  is the excursion law of the β-branching diffusion, and 0W  is a subset

of paths ([ ) )+∞=∈ R,,0CWw  such that ( ) ( ) 00 == tww  for ( )wt 0τ≥

with ( ) ( ){ }0;0inf0 =>=τ swsw  for .Ww ∈  More precisely, kQ  is a

unique σ-finite measure on ( )( )00 , WW B  such that

( ) ( ){ }nnk ytwytwQ d...,,d 11 ∈∈

( ) ( ) ( )nnttttt yyQyyQyk
nn

d,d,d 1211 1121 −−− −
= DD " (9)

for ntt <<< "10  and ( ),,0...,,1 ∞∈nyy

where ( ) ( ) ,d4 22 yetdyk ty
t

β−−β=  ( )0,0 >> yt  and ( )⋅,xQt
D  denotes the

restriction of the measure ( )⋅,xQt  to ( )∞,0  satisfying

( ) ( )∫
∞

− ≥








β+
−=

0
,0,,,

21
expd, zxt

tz
xzyxQe t

zy (cf. [17, p. 236]).
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It is well known that

( ) ( ) ( ) ( ) ( )∫ ∫ ∫
∞ ∞ ∞

−
+

− −=−
0 0 0

d,1dd1 yxQeykyke t
zy

rtr
zy D (10)

holds for r, 0>t  and .0≥z  Then we have trtr kQk +=D  and hence ( ) 0>ttk

is an entrance law for ( ) .0>ttQD  For the details, see Section 2 of [2]. We

also assume that ( ){ }ysW d,d  and ( ){ }waN d,d  are independent. For any

,R∈a  let ( ){ }0;, ≥ttax  be a unique solution of the equation

( ) ( )( ) ( )∫ ∫ ≥−+=
t

tysWsxyhatx
0

,0,d,d
R

(11)

cf. Lemma 1.3 of [29, p. 46] (see also Lemma 3.1 of [3, p. 11]). In addition,

enumeration of the atoms of ( )waN d,d  into ( )Nsupp  is given by a

sequence ( ){ }...,2,1;, =iwa ii  such that ( ) ( )ii ww 010 τ<τ +  a.s. for all

1≥i  and ( ) 00 →τ iw  as .∞→i  For a fixed constant 0>β  let

( ) ( )( )∫ ∈≥σβ=ψ −
t

atssaxta
0

1 ,,0,d,, R (12)

and we define ( ) ( )( )tawtaw ,, ψ=  for .0Ww ∈  Then we have

Theorem 1 (Dawson-Li [2]). Let { }0; ≥tXt  be defined by µ=0X

and

( ) ( )∑
∞

=

δ=
1

,,
i

taxiit i
tawX

( ) ( ) ( )∫ ∫ >δ=
R 0

.0,d,d, ,
W

tax twaNtaw (13)

Then { }tX  relative to ( ) 0≥ttG  is an ( ){ }σρρ ,,0 -SDSM, where tG  is the

σ-algebra generated by all P -null sets and the families of random

variables

[ ]( ) ( ){ } ( ){ },...,2,1,0;,,,0;,0 =≤≤∈≤≤× itssawBtsBsW iiRB (14)

for .0≥t
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2.2. Superprocess with coalescing spatial motion

An n-dimensional continuous process ( ) ( )( ){ }0;...,,1 ≥ttyty n  is called

an n-system of coalescing Brownian motions (n-SCBM) with speed 0~ >ρ

if each ( ){ }0; ≥ttyi  is a Brownian motion with speed ρ~  and, for ,ji ≠

{ ( ) ( ) }0; ≥− ttyty ji  is a Brownian motion with speed ρ~2  stopped at the

origin. The formal generator of the superprocess with coalescing spatial

motion (SCSM) is given by

( ) ( )
( )

( ) ( )
( )

( )∫ ∫ µ
δµ

µδσ+µ
δµ

µδρ=µ
R R

x
x

F
x

x
F

dx

dF d~
2
1d~

2
1~

2

2

2

2
L

( )
( ) ( ) ( ) ( )∫∫∆ µµ

δµδµ
µδ+ ,dd

2
1 22

yx
yx

F
dxdy
d (15)

where ρ~  is a positive constant, ( )+∈σ RC~  such that ( ) ε≥σ xx
~inf  for

some ,0>ε  and ( ){ }.;, R∈=∆ xxx

In what follows we consider a superprocess with coalescing spatial

motion (SCSM) with purely atomic initial state, namely, having a finite

number of atoms, for instance, ∑ =
δξ=µ n

i ai i10  just for simplicity. It goes

almost similarly for the SCSM with a general initial state ( ).0 RFM∈µ

For details, see Section 3 and Theorem 3.5 of Dawson et al. [4, pp. 686-

688]. Let ( ) ( )( ){ }0;...,,1 ≥ξξ ttt n  be a system of independent standard

Feller branching diffusions with initial state ( ) ....,,1
n

n +∈ξξ R  By setting

( ) ( )( )∫ σ=ψσ
t

ii ssyt
0

d  and ( ) ( ( )),tt iii
σσ ψξ=ξ (16)

we define

( ) ( )∑
=

σ ≥δξ=
n

i
tyit ttX

i
1

,0, (17)

which gives a continuous ( )RFM -valued process. For a basic standard

complete probability space ( ),,, PFΩ  let tH  be the σ-algebra generated
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by the family of P -null sets in F  and the family of random variables

{( ( ) ( ) ( ) ( )) }.0;...,,,...,, 11 tssssysy nn ≤≤ξξ σσ  We observe that the process

{ }0; ≥tXt  defined by (17) is a diffusion process relative to the filtration

( ) 0≥ttH  with state space ( ),RaM  cf. Theorem 3.1 of [4, p. 682].

In order to understand the SCSM well, we consider martingale

characterization of the process ( ).tXX =  Let ( )LD ~  be the set of all

functions of the form ( ) m
fm fF µ=µ ,,  with ( ).RFM∈µ  We have an

easy identity

( ) ( ) ( ) ( )∑
≠
=

Φ− µ+µ=µ
m

ji
ji

fmfGmfm ijm FFF
1,

,1,, ,
2
1~

0
L (18)

where ( )mG0  is the generator of the m-system of coalescing Brownian

motions with speed ρ~  and ijΦ  is the operator from ( )mC R  to ( )1−mC R
defined by

( ) ( ) ( )....,,...,,...,,~...,, 2111111 −

−

↑
−

−

↑
−−− σ=Φ m

thj

m

thi

mmmij xxxxfxxxf (19)

Then we have

Proposition 2 (cf. [4, p. 684]). Let { }0; ≥tXt  be defined by (17).

Then { }0; ≥tXt  solves the ( ( ))LDL ~,~ -martingale problem, namely, for

each ( ),~
, LD∈fmF

( ) ( ) ( )∫−−
t

sfmfmtfm sXFXFXF
0

,0,, d~L (20)

is a ( )tH -martingale.

The distribution of the process { }0; ≥tXt  can be characterized in

terms of a dual process. Now let us consider a non-negative integer-

valued càdlàg Markov process { }0; ≥tMt  with transition intensities
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{ }jiq ,  such that ( ) 21,1, −=−=− iiqq iiii  and 0, =jiq  for all other pairs

( )., ji  In other words, this means that the process { }tM  only has

downward jumps which occur at rate ( ) .21−tt MM  Such a Markov

process is well known as Kingman’s coalescent process, cf. Kingman [20].

For ,11 0 −≤≤ Mk  kτ  denotes the k-th jump time of { }0; ≥tMt  with

00 =τ  and .
0

∞=τM  Let { } ( )11 0 −≤≤Γ Mkk  be a sequence of random

operators from ( )mC R  to ( ),1−mC R  which is conditionally independent

given { },0; ≥tMt  satisfying

{ ( ) } ( ) .1,
1

1 A
AA

A ≤≠≤
−

==−τ|Φ=Γ jiM kijkP (21)

Let ∗C  denote the topological union of { ( ) },...,2,1; =mC mR  endowed

with pointwise convergence on each ( ).mC R  By making use of the

transition semigroup ( ( ) ) 0≥t
m

tP  of the m-system of coalescing Brownian

motions, another Markov process { }0; ≥tYt  taking values from ∗C  is

defined by

( ) ( ) ( ) ( ) ,011
0

1
1
12

1
1

YPPPPY MM
k

M
k

M
tt

k
kk

k
k ττ−τ−τ−ττ− ΓΓΓ= τ−τ

−

τ " (22)

for ,1+τ<≤τ kk t  .10 0 −≤≤ Mk

Clearly, ( ){ }0;, ≥tYM tt  is also a Markov process. We denote by

σ
fm,E  the expectation related to the process ( )tt YM ,  given mM =0  and

( ).0
mCfY R∈=

By Proposition 2, the process { }tX  constructed by (17) is a diffusion

process. Let  ( )νµ d,0tQ  denote the distribution of tX  on ( )RFM  given

( ).00 RaMX ∈µ=  Then we have

Theorem 3 (Dawson et al. [4]). If { }0; ≥tXt  is a continuous ( )RFM -

valued process such that [ ]m
tX,1E  is locally bounded in 0≥t  for each

1≥m  and { }tX  solves the ( ( ))LDL ~,~ -martingale problem with ,00 µ=X
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then

( ) ( )
( )∫ ∫ 

















−µ=νµν σ

R
E

F

t

M

t

ss
M

tfmt
m sMMYdQf

0
0,0 d1

2
1exp,,, (23)

for ,0≥t  1≥m  and ( ).mCf R∈

A Markov process on ( )RFM  with transition semigroup ( ) 0≥ttQ  given

by (23) is called a superprocess with coalescing spatial motion with speed

ρ~  and branching rate ( )⋅σ~  and with initial state ( ),0 RaM∈µ  or shortly

a { }0,~,~ µσρ -SCSM. Sometimes we use simply { }σρ ~,~ -SCSM unless any

confusion occurs. The most important thing is here that the distribution

of the SCSM can be determined uniquely via this formula (23).

Remark 3. It is obvious that ( ) ( )( ){ }0;...,,1 ≥ttyty n  is an n-system

of coalescing Brownian motions with speed ρ~  if and only if

( ) ( ) ,,1,~, njitttyy ijji ≤≤τ∧−⋅ρ= (24)

where { ( ) ( )}.;0inf tytyt jiij =≥=τ  Generally speaking, a branching particle

system is said to have the coalescence property if the particle location

processes are diffusion processes and, for any two particles, either they

never separate or they never meet according as they start off from the

same initial location or not.

Remark 4. The first two terms on the right-hand side of (15) just

correspond to the generator of a usual super-Brownian motion, where the

first term describes the spatial motion and the second term describes the

branching. The last term on the right-hand side of (15) shows that

interactions in the spatial motion only occur between particles located at

the same positions.

Remark 5. The definition (17) means the following: the mass of the

i-th particle is given by { ( ) },0; ≥ξσ tti  which is obtained from a standard

Feller branching diffusion by a time change depending on the position of

the i-th carrier. In this way a spatially dependent branching mechanism

is involved with this process.
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Remark 6. The Markov process { }tY  defined by (22) evolves in the

time interval [ )1,0 τ  according to the linear semigroup ( ( ) ),0M
tP  ,0≥t

and then it makes a jump given by 1Γ  at time .1τ  After that, it evolves in

the interval [ )21, ττ  according to ( ( ) ),1τM
tP  ,0≥t  and then it makes

another jump given by 2Γ  at time ,2τ  and this sort of process is repeated

almost in a similar way, and so on.

2.3. Immigration superprocess

In this subsection we shall consider a class of immigration diffusion
processes associated with SDSM.

SDSM with interactive immigration

We first treat the case with a general interactive immigration rate. A
key point consists in the fact that the construction of such an immigration
process is done by solving a stochastic equation carried by a stochastic
flow and driven by Poisson processes of excursions. The results below are
originally discussed in Section 5 of [2].

Let σ be a positive constant, m be a σ-finite Borel measure on R  (as a
reference measure for immigration), and q be a Borel function on

( ) ,RR ×FM  satisfying the conditions: there is a constant 0>K  such

that

( ) ( ) ( ),,1,, RFMKmq ∈νν+≤⋅ν (25)

and for each 0>R  there is a constant 0>RK  such that

( ) ( ) γ−ν≤⋅γ−⋅ν RKmqq ,,, (26)

for any ν, γ  ( )RFM∈  satisfying R≤ν,1  and ,,1 R≤γ  where ⋅

denotes the total variation. This q is a function introduced in connection
with the immigration.

Suppose that there are (i) a white noise ( )ysW d,d  on [ ) R×∞,0  based

on the Lebesgue measure ;dA  (ii) a sequence of independent σ-branching

diffusions ( ){ }0; ≥ξ tti  with ( ) ( );...,2,100 =≥ξ ii  (iii) a Poisson random

measure ( )wuasN d,d,d,d  on [ ) [ ) 0,0,0 W×∞××∞ R  with intensity
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( ) ( ),dddd wuQasm k  on a complete standard probability space ( ).,, PFΩ

In addition we assume that ( )∑∞
=

∞<ξ
1

0
i i  and that { },W  { }iξ  and { }N

are independent of each other. For 0≥t  let tG
~  be the σ-algebra generated

by all P -null sets and the families of random variables

[ ]( ) ( ) ( ){ },...,2,1,,0;,,0 =∈≤≤ξ× iBtssBsW i RB (27)

and

( ) [ ] [ )( ) ( ){ }.0,,,0,0; 0 tsWAsJAJN st ≤≤∈∞××∈× −BB R (28)

A stochastic equation with purely atomic initial state is comparatively

tractable. That is, for any sequence { } ,R⊂ia  we consider the stochastic

equation

( ) ( )∑
∞

=

δξ=
1

,,0
i

taxit i
tY

( ) ( ) ( )
( )

∫ ∫ ∫ ∫ ≥δ−+
t aYq

W
tasx

s
twuasNstw

0

,

0
,,

0

.0,d,d,d,d
R

(29)

Then it follows that the equation (29) has a unique continuous solution

{ },0; ≥tYt  which is a diffusion process relative to ( ).~
tG  Furthermore,

there exists a Borel probability measure µQ  on ( )+RMC  such that for

each ( ),2 RC∈ϕ

( ) ( )∫ ϕ ′′ρ−ϕ−ϕ=ϕ
t

stt sYYYM
0

0 d,
2
0

,,

( )∫ ≥ϕ⋅−
t

s tsmYq
0

,0,d,, (30)

is a continuous martingale under µQ  with respect to the filtration ( ) 0
~

≥ttG

and its quadratic variation process is given by

( ) ( )∫ ∫ ∫ ≥ϕ′⋅−+σϕ=ϕ
t t

sst tzYzhssYM
0 0

22 .0,d,dd,
R

(31)
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Then the generator of the diffusion process { }0; ≥tYt  is given by

( ) ( ) ( ) ( )
( ) ( ) ( )∫ ∈ν

δν
νδν+ν=ν

R
R ,,d,ˆ

FMxm
x

F
xqFF LL (32)

where L  is defined by (6) and ( )⋅⋅,q  is the interactive immigration rate.

We call this process { }tY  an immigration superprocess associated with

SDSM or more simply a ( ){ }mq,,,,0 σρρ -IMS.

Remark 7. The Markov property of { }tY  was obtained from the

uniqueness of solution of (29). This application of the stochastic equation
is essential since the uniqueness of solution of the martingale problem
given by (30) and (31) still remains open (see [27]).

SDSM with deterministic immigration

In particular we consider here some immigration processes by one-
dimensional excursions carried by stochastic flows. The construction of
the process is due to Section 4 in [2]. Suppose that ( )RFMm ∈  satisfies

( ) cqm ≡⋅⋅> ,,0,1  and σ is a positive constant. We define

( ) ( ) ( )
( ) ( ) ( )∫ ∈µ

δµ
µδ+µ=µ

R
R .,dˆ

FMxm
x

F
cFF LL (33)

We put ( ) ( ).ˆ LDLD =  The ( ( ))LDL ˆ,ˆ -martingale problem has a unique

solution { }.tY  The solution process is a diffusion, and this immigration

SDSM started with any initial state actually lives in the space of
purely atomic measures. Moreover, we have the following martingale
characterization. A continuous ( )RFM -valued process { }0; ≥tYt  is a

solution of the ( ( ))LDL ˆ,ˆ -martingale problem if and only if for each

( ),2 RC∈ϕ

( ) ( )∫ ≥ϕ′′ρ−ϕ−ϕ−ϕ=ϕ
t

stt tsYtmcYYM
0

0 ,0,d,
2
0

,,, (34)

is a martingale with quadratic variation process

( ) ( )∫ ∫ ∫ ϕ′⋅−+σϕ=ϕ
t t

sst zYzhssYM
0 0

22 .d,dd,
R

(35)
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3. A Limit Theorem

3.1. A class of immigration superprocess

First of all we shall begin with introducing our IMS model =Y

{ }.0; ≥tYt  As for the limit theorem, we treat in this paper only the case

of purely atomic initial state, namely, ( ) ( )∑∞
=

∈δξ=µ=
10 0

i aai MY
i

R  for

{ } .R⊂ia  Our subject process is a deterministic immigration superprocess

associated with SDSM, see (33)-(35) in Subsection 2.3. Let m be a σ-finite

Borel measure on R  such that ,,10 ∞<< m  ( ) ,, R∈≡⋅⋅ qq  and σ is a

positive constant. As to the interaction parameter, let ρ and h be the

functions just described as in (1) of Section 2. Let us now define

( ) ( )
( ) ( ) ( )

( )
( )∫ ∫ ν

δν

νδσ+ν
δν

νδρ=
R R

x
x

F
x

x
F

dx

d d
2
1d0

2
1

2

2

2

2
L

( ) ( )
( ) ( ) ( ) ( )∫∫ νν

δνδν
νδ−ρ+

2
,dd

2
1 22

R
yx

yx
F

dxdy
dyx (36)

( ) ( )
( ) ( )∫ δν
νδ=ν

R
,dxm

x
F

qFA (37)

and

( ) ( ) ( ).ν+ν=ν FFF ALI (38)

Let ( )LD  be the same as in Subsection 2.1 with (4) and (5), and we

define ( ) ( ).Dom LDI =  Let { }0; ≥= tYY t  be a ( ){ }mq,,,,0 σρρ -IMS,

and this Y solves the ( )( )II Dom, -martingale problem. Note that for

the function ( ) ( ) ( )IDom, ∈νφ=ν fF  with ( ),2 RCf ∈  ( )R2C∈φ  and

( ),RFM∈ν  the generator I  has the form

( ) ( ) ( )ν+ν=ν FFF ALI

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∫∫ ννφ′φ′−ρνφ′′+νφ ′′νφ′ρ=
2

dd,
2
1,,0

2
1

R
yxyxyxff

( ) ( ) .,,,,
2
1 2 mfqf φνφ′⋅+νφνφ′′σ+ (39)
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3.2. Scaling and rescaled processes

Let θ be any positive number such that .1≥θ  The operator θK  on

( )RFM  is given by ( ) { }( )BxxBK ∈θµ=µθ ;  for any Borel set B in .R
For a function ( )xff =  defined on ,R  we put ( ) ( )xfxf θ=θ  as a scaled

function. Take ( ) ( ) ( )IDom, ∈νφ=ν fF  with ( )R2, Cf ∈φ  and ( ).RFM∈ν

Then we have

( ) ( ) ( ) ( ).,, 1 νφ=νφ=ν=ν φθθθ fKfKFKF D (40)

When ( )tXX =  is a ( ){ }σρρ ,,0 -SDSM, then by the theory of

transformation of Markov processes, the process { }0; ≥θ tXK t  has

generator θL  defined by ( ) ( ) ( ).1 ν=ν θθ
θ KKFF DLL  While, note that

( ) ( ) ( )xx
dx
d

θθ φ′
θ

=φ 11
1

and

( ) ( ) ( ).1
1212

2
xx

dx

d
θθ φ ′′

θ
=φ

Then we may see that { }0;2 ≥θ θ
− tYK t  has generator

( ) ( ) ( ) νφ ′′νφ′ρ
θ

=νθ ,,0
2

1
2

fFI

( ) ( ) ( ) ( ) ( ) ( )∫∫ ννφ′φ′−ρνφ′′
θ

+ θ2
dd,

2

1
2 R

yxyxyxf

( ) ( ) .,,1,,
2

1
2

2
2

mKfqf θφνφ′⋅
θ

+νφνφ′′σ
θ

+ (41)

Suggested by the scaling argument of [3] and the discussion on rescaled

limits of [4], we can easily see that { }0;2
2 ≥θ

θθ
− tYK

t
 has the right

generator .2 θθ I  Since L2θ  corresponds to 
t

X 2θ
 when the generator of

tX  is ,L  putting 
tt YKY 2

2:
θθ

−θ θ=  with ,1≥θ∀  the rescaled process



w
w

w
.p

ph
m

j.c
om

ISAMU DÔKU162

{ }0; ≥θ tYt  has generator

( ) ( ) ( ) νφ ′′νφ′ρ=νθ ,,0
2
1 fFI

( ) ( ) ( ) ( ) ( ) ( )∫∫ ννφ′φ′−ρνφ′′+ θ2
dd,

2
1

R
yxyxyxf

( ) ( ) mfqf ,,,,
2
1 2 φνφ′⋅+νφνφ′′σ+ θθ (42)

for ( ) ( ) ( ) ( ),DomDom, II =∈νφ=ν θfF  where { }θθσ  is a sequence of

positive numbers and { }θθq  is a sequence of real numbers.

3.3. Main results

In [4], Dawson et al. showed an observation that the SCSM arises

naturally as scaling limit of the purely atomic SDSM. In this paper we

prove that the SCSM is also obtained as the scaling limit of the

immigration superprocess associated with SDSM.

Taking (42) together with (36)-(39) into consideration, we can show

that the rescaled processes { },0; ≥θ tYt  ,1≥θ  solve the ( ( ))LDL ˆ,ˆ -

martingale problem for the ( ){ }θθ σρρ ,,0 -SDSM with deterministic

immigration θq  and the reference measure m. Hence under a proper

scaling the rescaled processes prove to be the same type of immigration

superprocess. Clearly we obtain:

Proposition 4. Let { }0; ≥= tYY t  be a ( ){ }mq,,,,0 σρρ -IMS. For

,1≥θ  set .: 2
2

tt YKY
θθ

−θ θ=  Then the rescaled processes { }θ
θ ≥ 0; tYt  live

in the family of ( ){ }mq ,,,,0 θθθ σρρ -IMSs. Moreover, for each ,1≥θ

{ }0; ≥θ tYt  solves the ( )( )θθ II Dom, -martingale problem and this

martingale problem is well-posed.

Recall the stochastic equation (29) for the interactive immigration

superprocess. For purely atomic initial state and non-negative predictable

immigration rate ( )ω,, xsq  which is locally bounded in ,0≥t  by
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Theorem 5.1 of [2] the continuous modification of

( ) ( )∑
∞

=

δξ=
1

,,0
i

taxit i
tV

( ) ( ) ( )
( )

∫ ∫ ∫ ∫ δ−+
t asq

W
tasx wuasNstw

0

,

0
,,

0
d,d,d,d

R
(43)

satisfies the martingale characterization similar to (30) with (31), which

is equivalent to the IMS-martingale problem. Suppose that ( ) ≡ω,, xsq

( ) ( ).,1 mLxq R∈  Let ( )xqD  denote the set

( ) ( ){ },,0,,0;,,, 0Wwaquaswuas ∈≤≤∈≥ R

and set ( ) ( ),: xqxq DNN b=  namely, ( )xqN  is the restriction of the normal

N to the set ( ).xqD  Moreover, ( )( )wasN xq d,d,d
~  denotes the image of ( )xqN

under the mapping : ( ) ( ).,,,,, waswuas 6  In other words, ( )xqN
~  is a

Poisson measure on [ ) 0,0 W××∞ R  with intensity ( ) ( ) ( ).ddd wQamaqs k⋅⋅

Hence (43) can be rewritten as

( ) ( ) ( ) ( ) ( )( )∑ ∫ ∫ ∫
∞

=

δ−+δξ=
1 0

,,,,0
0

.d,d,d~

i

t

W
xqtasxtaxit wasNstwtV

i R
(44)

While, when we replace ( )xρ  by ( ),xθρ  then by the definition (1) of ρ, the

function h should be replaced by the scaled function .θθh  On this

account, the stochastic equation (11) which determines the interacting

Brownian motion is changed into

( ) ( ( )) ( )∫ ∫ ≥−θ+= θ
θ

θ
t

tysWsxyhatx
0

.0,d,d
R

(45)

So that, the interacting Brownian flow is changed simultaneously into

{ ( )}tax i ,,0 θθ  for a sequence { }θ
θ
ia  of real numbers for each .N∈i  Under

our previously adopted scaling, clearly ( ){ }mq ,,,,0 θθθ σρρ -IMS has the

following atomic representation.
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Proposition 5. Under the same scaling stated in Proposition 4, for

each ,1≥θ

( ) ( )∑
∞

=

σθ
θθ

θ δξ=
1

,,0
:

i
taxit

i
tZ

( ) ( ) ( )∫ ∫ ∫ ≥δ−+
θθθ

t

W
qtasx

twasNstw
0 ,,

0
,0,d,d,d

~
R

(46)

is a ( ){ }θθ σρρ ,,0 -SDSM with deterministic immigration rate θq

accompanied by the reference measure m, and for each ( ),2 RC∈ϕ

( ) ( ) ∫ ≥ϕ′′ρ−ϕ−ϕ−ϕ=ϕ θ
θ

θθθ
t

stt tsZtmqZZM
0

0 0,d,
2
0

,,,: (47)

is a continuous martingale relative to the filtration ( ) 0
ˆ

≥ttG  with quadratic

variation process

( ) ( )∫ ∫ ∫ θ
θ

θ
θ

θ ϕ′⋅−θ+ϕσ=ϕ
t t

sst zZzhssZM
0 0

22 ,d,dd,
R

(48)

where ( ) ( )tt ii θ
σ σξ=ξ θ  for each N∈i  and tĜ  is the σ-algebra generated

by all P -null sets and the families of random variables [ ]( ){ },,0 BsW ×

( ){ }siξ  and { ( )}AJNq ×
θ

~  of the forms (27) and (28) in Subsection 2.3.

The purpose of this paper is to know what is the rescaled limit of
immigration superprocesses. Our goal is to prove a limit theorem that
under a suitable scaling, the rescaled SDSMs with deterministic
immigration rate converge to SCSM in the distribution sense on a proper
path space. Suppose that

(A.1) ( ) 0→ρ x  (as ;)∞→x

(A.2) For a sequence { } ,1
+

≥θθ ⊂σ R  ( ) +
θ ∈σ∃→σ R0  (as ;)∞→θ

(A.3) For a sequence { } ,1
+

≥θθ ⊂ Rq  0→θq  (as ;)∞→θ

(A.4) For the initial state
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( ) ( )∑
∞

=
θ ∈δξ=µ θ

1

0
i

aai M
i

R (49)

with a sequence { } R⊂θ
θ
ia  (for each ),N∈i  there exists a sequence

{ } ,R⊂ib

( ) ( )∑
∞

=
θ ∈δξ=µ→µ

1
0 0

i
abi M

i
R (50)

(as )∞→θ  (cf. (iv) in Section 7).

Remark 8. Usually we assume the boundedness of µ,1  for the

initial state µ of the process { }.0; ≥tYt  In fact, here θµ,1  is uniformly

bounded in θ, which yields from the finiteness of ( ){ }0iξ  (see the

assumption imposed in Subsection 2.3).

Now we are in a position to state the main theorem on rescaled limits
in this paper.

Theorem 6 (Scaling Limit Theorem). Let .,10 ∞<< m  Assume

(A.1)-(A.4). For ( ){ }mq,,,,0 σρρ -immigration superprocess (IMS) =Y

{ }0; ≥tYt  defined in Subsection 3.1, put 
tt YKY 2

2:
θθ

−θ θ=  for .1≥θ

Then the conditional distribution of ( ){ }mq ,,,,0 θθθ σρρ -immigration

superprocess (IMS) { }0; ≥= θθ tYY t  given θ
θ µ=0Y  (defined by (49))

converges as ∞→θ  to that of ( ){ }0,0 σρ -superprocess with coalescing

spatial motion (SCSM) { }0; ≥= tXX t  with initial state 0µ  defined by

(50).

The proof of the principal result (Theorem 6) will be given below all
through the succeeding three sections (Sections 4, 5 and 6). It is

interesting to note that the processes { },0; ≥θ tYt  ,1≥θ  constructed in

Propositions 4 and 5 are ( )RaM -valued diffusion processes (cf. [2, p. 56]),

and also that the limiting process { },0; ≥= tXX t  SCSM with speed

( ),0ρ  constant branching rate 0σ  and initial state 0µ  is an ( )RaM -valued

diffusion process as well (cf. [4, p. 686]).
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Next we shall give a brief description of the limiting SCSM =X

{ }.0; ≥tXt  According to the discussion in Subsection 2.2, the limiting

( ){ }0,0 σρ -SCSM has generator

( ) ( )
( )

( ) ( ) ( )
( ) ( )∫ ∫ µ

δµ
µδρ+µ

δµ

µδσ
=µ

R R
x

x
F

dx

dx
x

F
Fc d

2
0

d
2 2

2

2

2
0L

( ) ( )
( ) ( ) ( ) ( )∫∫∆ µµ

δµδµ
µδρ+ yx

yx
F

dxdy
d dd0

2
1 22

(51)

for ( ) ( ) ( ).~Dom LDL =∈µ cF  Especially when ( ) ( )µφ=µ ,fF  with f,

( ),2 RC∈φ  (51) can be rewritten into a simpler one and indeed has the

form

( ) ( ) ( ) ( ) µφ ′′µφ′ρ+µφσµφ′′=µ ,,0
2
1,,

2
1 2

0 ffFcL

( ) ( ) ( ) ( ) ( ) ( )∫∫∆ µµφ′φ′ρµφ′′+ .dd0,
2
1 yxyxf (52)

Moreover, { }0; ≥tXt  satisfies the local boundedness of [ ]m
tX,1E  in

0≥t  for each ,1≥m  and { }0, ≥tXt  solves the ( )( )cc LL Dom, -martingale

problem relative to ( ) ,0≥ttH  and for each ( ),2 RC∈φ

( ) ( ) ∫ ≥φ ′′ρ−φ−φ=φ
t

stt tsXXXM
0

0 0,d,
2
0

,, (53)

is a continuous martingale with respect to the filtration ( ) 0≥ttH  with

quadratic variation process

( ) ( ) ( ) ( ) ( ) ( )∫ ∫ ∫∫∆ φ′φ′ρ+φσ=φ
t t

ssst yXxXyxssXM
0 0

2
0 .dd0dd, (54)

4. Tightness Argument

The proof of the main result (Theorem 6) begins at this section. The

purpose of this section is to show the tightness of the rescaled processes.

As a matter of fact, we can prove the following assertion.
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Proposition 7. The family { },0; ≥θ tYt  1≥θ  is tight in the continuous

path space ( ) [ ) ( )( ).,,0 RR FM MCC ∞=+

Before we state the proof of Proposition 7, we need the following

lemma for a simple estimate of the total mass process .,1 θ
tY

Lemma 8. For any η given, for each ,0>T  we have the estimate

( ) { }
,

,1,1
,1sup 0

0
∞<

η
µ+

≤η> θθ

≤≤

mC
Yt

Tt
P (55)

where 0C  is some positive constant depending only on T and the

parameter .θσ

Proof. By the discussion similar to Lemma 4.1 of Dawson-Li [2, p. 50],

when we denote by ( )wsNq d,d∗  the image of ( )wasNq d,d,d~  under the

mapping : ( ) ( ),,,, wswas 6  then ( )wsNq d,d∗  is a Poisson random

measure on [ ) 0,0 W×∞  with intensity ( )wsQm k dd,1  and is independent

of Feller branching diffusions ( ){ },0; ≥ξ tti  .N∈i  We may employ the

pathwise expression (46) in Proposition 5 to obtain

( ) ( ) ( )∑ ∫ ∫
∞

=

∗σθ ≥−+ξ=
θ

θ

1 0 0
.0,d,d,1

i

t

W
qit twsNstwtY (56)

Moreover, by Theorem 4.1 of Pitman-Yor [26, p. 442], { }0;,1 ≥θ tYt  is a

diffusion process with generator

.,1
2
1

2

2

dx
dm

dx

dx +σθ (57)

For simplicity, put .,1: θθ = tt YU  By the standard theory of diffusion

processes [19], θ
tU  satisfies a stochastic differential equation (SDE)

corresponding to the generator (57), i.e.,







∞<µ==

+σ=

θ
θθ

θ
θ

θ

,1,1

d,1dd

00 YU

tmBUU ttt (58)
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with ( )RaM∈µθ  (see Remark 8), where tB  is a one-dimensional standard

Brownian motion. The theory of SDEs [19] guarantees that the stochastic
equation (58) has a unique solution, so that, let us derive an estimate of

the solution { }.0; ≥θ tUt  Let η be any positive number given. For each

,0>T  we can easily get

( ) 






 η>σ+





 η>+≤η> ∫ θ

θ
θθ

≤≤ 2
dsup

2
,1supsup

0
0

0

t

ss
tt

t
Tt

BUtmUU PPP

[ ] ,d4,1sup2
2

020 ∫ θ
θ

θ σ
η

++
η

≤
T

ss
t

BUtmU EE (59)

where we made use of Markov’s inequality (resp., Doob’s martingale
inequality with the case of )2=p  for the first term (resp., the second

term) on the right-hand side of (59), respectively. Furthermore, the first
term of (59) can be estimated majorantly by

( ).,1,12
θµ+

η
Tm (60)

By Itô’s isometry for stochastic integrals, the second term of (59) can be

rewritten as ( ) ∫ θ
θ ησ

T
s sU

0
2 .d4 E  Here we need to make an estimate of

the integral term ∫ θ .dsUsE  Substituting the integral form of SDE (58) for

,θsU  it is easy to see that

∫ +µ≤ θ
θ

T

s mTTsU
0

2
,,1

2
,1dE (61)

where we employed the Fubini theorem and some properties in
elementary stochastic calculus for the stochastic integral term.
Consequently, we may combine (60) and (61) together with (59) to obtain
the required result (55).

Now let us go back to the proof of Proposition 7 and prove the
tightness of the rescaled processes.

Proof of Proposition 7. To prove the tightness of the family { } ,θ
θ

tY

we shall adopt the ordinary reduction program. So that, we resort to an
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orthodox tightness criterion. Note that ( )RFM  is a complete separable

metric space by a metric that induces the weak topology. For instance, by

Theorem 9.1 of Ethier-Kurtz [16, p. 142], if { }0; ≥θ tYt  satisfies the

compact containment condition, i.e., for 0>η  and ,0>T  there exists a

compact set ( )RFT M⊂Γ=Γ η,  such that

( ) ,10forinf , η−≥≤≤Γ∈ η
θ

θ
TtY TtP

then the relative compactness of distributions of { }θ
θ

tY  is attributed to

that of { }θ
θ

tYF D  as a family of processes with sample paths in [ )( )R,,0 ∞C

for each F in the dense subset H of ( )( )RFMC  in the topology of uniform

convergence on compact sets. Usually, instead of direct check of the

criterion by { },θ
tY  it is attributed to an easier check of the compact

containment condition by { } .,1 θ
θ

tY  However, we encounter the problem,

namely, the set of the type ( ){ }KM F ≤µ∈µ ,1;R  is not compact

because of the non-compactness of .R  To avoid this difficulty we take

advantage of the one-point compactification like { },:ˆ ∂= ∪RR  and we

shall check its convergence in a wider space ( ).R̂FM  Recall the estimate

(55) in Lemma 8. It is easy to see from (55) that for ,0>η  for each

,0>T

{ } { }θ
θ

≤≤θ
µ+

η
−≥η≤ ,1,11,1supinf 0

0
m

C
Yt

Tt
P (62)

holds. Hence the tightness of distributions of { }0; ≥θ tYt  in ([ ),,0 ∞C

( ))R̂FM  has been attributed to that of { }.θ
tYF D  Next, according to

Theorem 9.4 of Ethier-Kurtz [16, p. 145], in order to verify the tightness

of { },θ
tYF D  we have only to verify that there exists ( )αα ZX ,  such that

∫ αα −
t

st sZX
0

d  is a ( )αtF -martingale for the parameter α and

{ } .supsup
0

ε<− αα

≤≤α
tt

Tt
YFX DE
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Take ( ) { }( ) ( )θφ ∈ν=ν IDom, ifFF  with ( )nCf R2∈  and { } ( )R2Ci ⊂φ

(see (4) in Subsection 2.1). Paying attention to simple computation

( ) { }( ) ( ) ( )∑
=

φ φ⋅νφνφ′=ν
δν
δ

n

i
inif xfF

x i
1

1, ,...,,,

and

{ }( )
( ) ( ) ( ) ( ) ( )∑∑

= =

φ φφ⋅νφνφ′′=
δνδν

νδ n

i

n

j
jinij

f
yxf

yx

F
i

1 1
1

,
2

,,...,,,

we readily obtain

{ }( )νφθ ifF ,I

( ) ( )∑
=

νφ ′′⋅νφνφ′ρ=
n

i
inif

1
1 ,,...,,,

2
0

( ) ( ) ( ) ( ) ( ) ( )∑ ∫∫
=

θ ννφ′φ′−ρνφνφ′′+
n

ji
jinij yxyxyxf

1,
1 2

dd,...,,,
2
1

R

( )∑
=

θ νφφ⋅νφνφ′′σ
+

n

ji
jinijf

1,
1 ,,...,,,

2

( )∑
=

θ φ⋅νφνφ′+
n

i
ini mfq

1
1 .,,...,,, (63)

On the other hand, with Itô process

( ) ( ),dd,,
2
0

,d φ+






 φ+φ ′′ρ=φ θ

θ
θθ

ttt MtmqYY (64)

an application of Itô’s formula to the function ( ) { }( ) == θ
φ

θ
tft YFYF

i,

( )θθ φφ tnt YYf ,...,,,1  allows us to have

{ }( ) { }( ) { }( )∫ θ
φθθφ

θ
φ +µ=

t

sfftf sYFFYF
iii 0

,, dI

( ) ( )∑ ∫
=

θθ φφφ′+
n

i

t

issnsi MYYf
1 0

1 ,d,...,,, (65)
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where we employed the relation

( ) ( ) tji MM φφ ,d

( ) ( ) .dd,,d, tzYzhYzhtY tjtitji 






 φ′⋅−φ′⋅−θ+φφσ= ∫ θ
θ

θ
θ

θ
θ R

(66)

This implies immediately that

{ }( ) { }( ) { }( )∫ θ
φθ

θ
φ

θ
φ −−

t

sfftf sYFYFYF
iii 0

,0,, dI

is a ( )tĜ -martingale under the probability measure 
θµP  for which the

martingale characterization (47) and (48) of ( ){ }θθ σρρ ,,0 -SDSM is valid

with deterministic immigration θq  and reference measure m. Therefore

it follows from Ethier-Kurtz’ criterion that { } { { }( )}θ
θ

φθ
θ = tf YFYF

i,D  is

relatively compact for each { } ( ).Dom, θφ ∈ I
ifF  After all, the tightness of

{ }0; ≥θ tYt  in ([ ) ( ))R̂,,0 FMC ∞  is derived. Let θQ  denote the distribution

of { }θtY  on ([ ) ( )).ˆ,,0 RFMC ∞  By the same discussion of Theorem 4.1 of

Dawson et al. [3], it can be shown that

{ { }( ) } ,sup
0

ε<δ>∂θ

≤≤
θ t

ut
YQ (67)

hence ( { }( ) [ ]) 1,0,0 =∈∀=∂θ
θ utYtQ  holds for .0>u  Clearly this implies

that any limit point of θQ  is supported by the space [ ) ( )( ).,,0 RFMC ∞

Thus we attain that { }θQ  is tight as a probability measure on

[ ) ( )( ),,,0 RFMC ∞  and equivalently it proves to be that { }θtY  is tight in

[ ) ( )( ).,,0 RFMC ∞  This completes the proof of Proposition 7.

5. Convergence Argument

The purpose of this section is to prove the main theorem (Theorem 6).

We have already proved that the family of rescaled processes { }θ
θ ≥ 0; tYt

is tight in ( ) [ ) ( )( )RR FM MCC ,,0 ∞=+  (see Proposition 7). Then we can
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extract a convergent subsequence of distributions of { }.θ
tY  Choose any

sequence { } { }1≥θ⊂θ kk  such that the distributions of { }kt tY k 0; ≥θ

converge as ∞→k  to some probability measure 
0µQ  on the continuous

path space, namely, ( )( ).
0 +µ ∈ RQ MCP  We shall show that the above

limit measure 
0µQ  is a solution of the ( )( )cc LL Dom, -martingale

problem of the target process SCSM. As a matter of fact, as explained in
Subsection 2.2, the distribution of the SCSM is uniquely determined by

the transition semigroup ( )νµ d,0Q  via the duality method (see Theorem

3). Therefore the distribution of { }0; ≥θ tYt  itself actually converges to

0µQ  as .∞→θ  Roughly speaking, this completes the proof. In the level

of convergence discussion we need to employ the useful and important
key proposition (Proposition 12), which guarantees the convergence of the

principal term of the generator .θI  As described before in Section 1, the

proof of key proposition is quite longsome, so that we suppress here the
proof of the key proposition. We would rather admit the result and dare
to prove the main theorem on ahead in this section. The full proof of key
proposition will be given in the succeeding section.

When the distribution of { }0; ≥θ tY k
t  converges as ∞→k  to ∈µ0

Q

( )( )+RMCP  on some complete standard probability space ( ),,, PFΩ  then

by virtue of Skorokhod’s representation theorem (e.g., see Theorem 1.4 of

[14, p. 274]), we can construct processes { ( ) }0; ≥tY k
t  and { ( ) }0;0 ≥tYt  on

a new proper probability space ( )P~,~,~ FΩ  in such a way that (i) { }k
tY θ  and

{ ( )}k
tY  are identically distributed, that is, ({ }) ({ ( ) })0;0; ≥=≥θ tYtY k

tt
k LL

holds, where the symbol ( )XL  means the law of random variable X; (ii)

the new limiting process { ( ) }0;0 ≥tYt  has the distribution ;
0µQ  and (iii)

{ ( ) }0; ≥tY k
t  converges almost surely (a.s.) as ∞→k  to { ( ) }0;0 ≥tYt

in the space [ ) ( )( ).,,0 RFMC ∞  Notice that { }0; ≥θ tY k
t  is a { ( ) ,,0

kθρρ

}mq
kk

,, θθσ -IMS, and is a solution of the ( ( ))
kk θθ II Dom, -martingale
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problem. It is known that this martingale problem is permitted to possess

a unique solution. Since { }k
tY θ  has the same distribution as { ( )},k

tY

clearly { ( ) }0; ≥tY k
t  solves the ( ( ))

kk θθ II Dom, -martingale problem.

Consequently, for each k,

( ( ) ) ( ( ) ) ( ( ) )∫ >−− θ
t

k
s

kk
t tsYFYFYF

k0
0 0,dI (68)

is a continuous martingale relative to ( ) .ˆ
0≥ttG

Our main concern here is to show, roughly speaking, that the

generator 
kθI  of the form (42) in Subsection 3.2 converges as ∞→k

to the generator cL  of the form (52) in Subsection 3.3 under the

setting described in Theorem 6. In other words, for ( ) ( )µφ=µ ,fF  with

( ),2 RCf ∈  ( )R2C∈φ  and ( ),RFM∈µ  we are interested in the

convergence of the generator

( ) ( ) ( ) µφ ′′⋅µφ′ρ=µθ ,,
2
0

fF
k

I

( ) ( ) ( ) ( ) ( ) ( )∫∫ µµφ′φ′−ρµφ′′+ θ2
dd,

2
1

R
yxyxyxf

k

( ) ( ) .,,,,
2

2 mfqf
k

k φ⋅µφ′⋅+µφ⋅µφ′′
σ

+ θ
θ

(69)

Of course, the generator of the limiting process { ( ) }0;0 ≥tYt  should have

the form

( ) ( ) ( ) µφ ′′⋅µφ′ρ=µ ,,
2
0

fFcL

( ) ( ) ( ) ( ) ( ) ( )∫∫∆ µµφ′φ′ρµφ′′+ yxyxf dd0,
2
1

( ) .,,
2

20 µφ⋅µφ′′σ
+ f (70)
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By Skorokhod’s representation, for ( )R2C∈φ  and for each ,0>T

( ) ( )
∞⋅⋅ φ−φ 0,, YY k

( ) ( ) 0,,sup 0

0
→φ−φ=

≤≤
t

k
t

Tt
YY    a.s.   (as ).∞→k (71)

Hence it is obvious that

( ( ) ) ( ( ) )0
t

k
t YFYF →    a.s.   (as )∞→k (72)

uniformly in t on compact sets for any ( ) ( ).DomDom II =∈ θF  Similarly,

( ( ) ) ( ( ) )0
00 YFYF k →    a.s.   (as ).∞→k (73)

Lemma 9. For any ,0>t  we have

( ( ) )∫ =φ⋅φ′θ∞→

t
k

sk
smYfq

k0
.0d,,lim E (74)

Proof. Paying attention to a simple inequality ⋅φ≤φ m,

∞<m,1  together with the assumption: ∞<< m,10  (see Section 3),

we may apply the Lebesgue bounded convergence theorem to obtain

( ( ) )∫ φ⋅φ′θ
t

k
s smYfq

k0
d,,E

{ ( ( ) ) ( ( ) )}∫ φ⋅φ′−φ′≤ θ
t

s
k

s smYfYfq
k0

0 d,,,E

( ( ) )∫ φ⋅φ′+ θ
t

s smYfq
k0

0 d,,E

( ( ) ) ( ( ) ) ∞⋅⋅θ φ′−φ′⋅φ⋅≤ 0,,, YfYfmqt k
k

E

( ( ) )∫ φ′⋅φ+ θ
t

s sYfqm
k 0

0 d,, E

0→ (as ),∞→k

where we made use of (71), (72) and the assumption (A.3): 0→θk
q  (as

).∞→k
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Lemma 10. For any ,0>t  we have

( ( ) ) ( )∫ φ⋅φ′′σθ∞→

t
k

s
k

sk
YYf

k0

2,,
2
1lim E

( ( ) ) ( ) .0d,,
2
1 020

0 =φ⋅φ′′σ− sYYf ss (75)

Proof. The constant 
2
1  is disinfluential for estimation, so we discuss

the matter omitting it. We readily get

( ( ) ) ( ) ( ( ) ) ( )020
0

2 ,,,, tt
k

t
k

t YYfYYf
k

φφ′′σ−φφ′′σθ

( ( ) ) ( ) ( ( ) ) ( )0202 ,,,, tt
k

t
k

t YYfYYf
k

φφ′′−φφ′′σ≤ θ

( ( ) ) ( )020
0 ,, tt YYf

k
φ⋅φ′′⋅σ−σ+ θ

( ( ) ) ( ( ) ) ( )k
tt

k
t YYfYf

k
,,, 20 φ⋅φ′′−φ′′σ≤ θ

( ( ) ) ( ) ( )0220 ,,, t
k

tt YYYf
k

φ−φ⋅φ′′σ+ θ

( ( ) ) ( )020
0 ,, tt YYf

k
φ⋅φ′′⋅σ−σ+ θ

321: AAA ++=    (← we, put this way).

As to the first term, because of almost sure convergence of ( )k
tY  towards

( ),0
tY  we can deduce from (71), (72) and continuity of the function that

{ } { ( ( ) ) ( ( ) ) ( ) }∫ ∞⋅∞⋅⋅θ φ⋅φ′′−φ′′σ≤
t

kk YYfYftsA
k0

20
1 ,,,d EE

0→      (as )∞→k

by employing the Fubini theorem and the Lebesgue convergence theorem.
As for the second and third terms, it goes almost similarly by the same
reasons. Indeed, by the Fubini theorem and the Lebesgue theorem we can
get easily

{ } ( ) ( )∫ →−φ⋅′′σ≤ ∞⋅⋅θ
t

k YYftsA
k0

02
2 0,d EE    (as ),∞→k

and

{ } ( )∫ →φ⋅′′⋅σ−σ≤ ∞⋅θ
t

YftsA
k0

02
03 0,d EE    (as ).∞→k

Summing up, we finally obtain the required result (75).
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Proposition 11. For 0>t  we have

( ( ) ) ( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫ φ′φ′−ρφ′′ θ∞→

t
k

s
k

s
k

sk
yYxYyxyxYf

k0 2
dd,

2
1lim

R
E

( ) ( ( ) ) ( ) ( ) ( )( ) ( )( ) .0ddd,
2
0 000 =φ′φ′φ′′ρ− ∫∫∆ syYxYyxYf sss (76)

If the above-mentioned proposition is proved, then by combining

Lemmas 9 and 10 we are able to show that ( ( ) )∫ θ
t k

s sYF
k0

dI  converges to

( ( ) )∫
t

sc sYF
0

0 .dL  If that is the case, we can step forward and it is possible

to assert from (72) and (73) that the martingale term (68) can be
rewritten into

( ( ) ) ( ( ) ) ( ( ) )∫ >−−
t

sct tsYFYFYF
0

00
0

0 0,dL (77)

when k tends to infinity. In fact, instead of (76), equivalently it suffices to
prove the following key proposition.

Proposition 12 (Key proposition). For 0>t  we have

( ( ) ) ( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫ φ′φ′−ρφ′′ θ∞→

t
k

s
k

s
k

sk
yYxYyxyxYfs

k0 2
dd,dlim

R
E

( ( ) ) ( ) ( ) ( ) ( )( ) ( )( ) .0dd0,d
0

000 =φ′φ′ρφ′′− ∫ ∫∫∆
t

sss yYxYyxYfs (78)

We shall postpone giving the proof of Proposition 12 until we move to
Section 6. Here we admit the result of key proposition for a while, and we
concentrate our attention on the limiting subject of rescaled processes
and first proceed with the proof of the main result namely Theorem 6.

Lemma 13. For ,0>t

( ( ) ) ( ( ) )∫ =−θ∞→

t

sc
k

sk
sYFYF

k0

0 .0dlim LIE (79)

Proof. The assertion (79) yields directly from Lemmas 9 and 10 and
Propositions 11 and 12.
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Proposition 14. For ( )cF LDom∈

( ( ) ) ( ( ) ) ( ( ) )∫ >−−
t

sct tsYFYFYF
0

00
0

0 0,dL (80)

is a martingale.

Proof. By approximation procedure we may assume without loss of

generality that ( ) ( )µφ=µ ,fF  with ( )R2Cf ∈  and ( ).2 RC∈φ  Suppose

that a collection of functions { }n
ii 1=Φ  forms a subset of ( )( ).RFMC  Let

{ }kkt=∆~  be a partition of times such that .0 121 +<<<<≤ nn tttt "

Then by using the Fubini theorem and the Lebesgue theorem it is easy to
see from (72), (73) and (77) together with Lemma 13 that

( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )












Φ⋅







−− ∏∫

=

+

+

n

i
ti

t

t
sctt i

n

n
nn

YsYFYFYF
1

0000 1

1
dLE

( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )












Φ−












Φ= ∏∏
==

+

n

i
tit

n

i
tit inin

YYFYYF
1

00

1

00
1

EE

( ( ) ) ( ( ) )∫ ∏+













Φ⋅−
=

1
d

1

00n

n
i

t

t

n

i
tisc sYYFLE

( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )












Φ−












Φ= ∏∏
=

∞→
=

∞→ +

n

i

k
ti

k
tk

n

i

k
ti

k
tk inin

YYFYYF
11

limlim
1

EE

( ( ) ) ( ( ) )∫ ∏+













Φ⋅−
=

θ∞→

1
dlim

1

n

n
ik

t

t

n

i

k
ti

k
sk

sYYFIE

( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )












Φ⋅







−−= ∏∫

=
θ∞→

+

+

n

i

k
ti

t

t

k
s

k
t

k
tk i

n

n
knn

YsYFYFYF
1

1

1
dlim IE

,0= (81)

because { ( ) }0; ≥tY k
t  is a { ( ) }mq

kkk
,,,,0 θθθ σρρ -IMS and solves the

( ( ))
kk θθ II Dom, -martingale problem. Moreover, by means of repetition
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of similar discussions, it follows from (81) that for any collection of

{ }n
ii 1=Φ  with any ,N∈n  and for any time partition ,~∆

( ( ) ) ( ( ) ) ( ( ) ) ( ( ) ) .0d
1

0000 1

1
=













Φ⋅







−− ∏∫

=

+

+

n

i
ti

t

t
sctt i

n

n
nn

YsYFYFYF LE (82)

That is to say, this obviously implies that ( ( ) ) ( ( ) ) ( ( ) )∫−−
t

sct sYFYFYF
0

00
0

0 dL

is a martingale for .0>t

Recall that the operator cL  is definitely given by (70) here. Clearly

it turns out to be that this { ( ) }0;0 ≥tYt  becomes a solution of the

( )( )cc LL Dom, -martingale problem for the SCSM. Under the purely

atomic initial state ( ),0 RaM∈µ  the distribution of SCSM is unique in

the sense of duality formalism. By virtue of the above mentioned

discussion on the rescaled limit of ( ){ }mq ,,,,0 θθθ σρρ -IMS itself with

initial state ,θµ  the ( )( )θθ II Dom, -martingale problem induces the

( )( )cc LL Dom, -martingale problem (cf. Proposition 14), which is nothing

but the ( ){ }0,0 σρ -SCSM martingale problem with the initial state

( ) .0
0

0 µ=Y  Furthermore, this also indicates that the limiting process

( ) ( ) ( )∑
∞

=

σ δξ=
1

,,0
0 0

i
tbyit ii

tY

is a ( ){ }0,0 σρ -SCSM. In other words, the limit 
0µQ  of distributions of

{ }θtY  is a solution of the martingale problem of the ( ){ }0,0 σρ -SCSM.

Thus we attain that the distribution of ( )( )θθ II Dom, -IMS with θ
0Y

θµ=  defined by (49) converges as ∞→θ  to that of the ( )( )cc LL Dom, -

SCSM with ( )
0

0
0 µ=Y  defined by (50). We finally realize that ( ){ }0,0 σρ -

SCSM naturally arises in the rescaled limits of ( ){ }mq,,,,0 σρρ -IMS

under the setting (A.1)-(A.4) with the scaling ,: 2
2

tt YKY
θθ

−θ θ=  .1≥θ  This

completes the proof of Theorem 6 which is the main result in this paper.
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6. Proof of Key Proposition

The aim of this section is to prove the key proposition (Proposition
12), the proof of which was postponed in the previous section because of
its lengthy story. To avoid trivial notational redundancy and also for
brevity’s sake, in what follows we shall not hesitate to use some
abbreviated signs and symbols occasionally as far as no confusion occurs.

6.1. Simple reduction

A simple triangular inequality gives

( ( ) ) ( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫ φ′φ′−ρφ′′ θ
t

k
s

k
s

k
s yYxYyxyxYfs

k0 2
dd,d

R

( ( ) ) ( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫∆ φ′φ′ρφ′′−
t

sss yYxYyxYfs
0

000 dd0,d

[ ] ( ) ( ) ( )∫ ∫∫ φ′φ′−ρ′′≤
t

k
y

k
xk

k
s YYyxyxYfs

0
ddd

[ ] ( ) ( ) ( )∫ ∫∫ φ′φ′−ρ′′−
t

k
y

k
xks YYyxyxYfs

0

0 ddd

[ ] ( ) ( ) ( )∫ ∫∫ φ′φ′−ρ′′+
t

k
y

k
xks YYyxyxYfs

0

0 ddd

[ ] ( ) ( ) ( )∫ ∫∫∆ φ′φ′ρ′′−
t

yxs YYyxYfs
0

000 dd0d

[ ] [ ],8383: 21 JJ += (83)

where we put ,:
kk θρ=ρ  ( ),: ∗∗ = ss YY  [ ] ( ( ) )∗∗ φ′′=′′ ss YfYf ,:  and ≡∗

xYd

( ) ( )( )xYxY ss d:d ∗∗ =  with k=∗  or 0. Moreover,

[ ] ( ( ) ) ( ( ) ) ∞⋅⋅ φ′′−φ′′≤ 0
1 ,,83 YfYfJ k

( ) ( ) ( )∫ ∫∫ φ′φ′−ρ×
t

k
y

k
xk sYYyxyx

0
ddd

2R

0→    (as ),∞→k (84)
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because ( )k
tY  converges a.s. to ( ),0

tY  hence [ ]k
tYf ′′  converges a.s. to

[ ]0
tYf ′′  uniformly in t on compact sets as k approaches to infinity.

Combining (83) with (84), in order to prove Proposition 12 it is sufficient
to show that [ ]{ } .083lim 2 =∞→ Jk E  In addition, thanks to an easy

estimate

[ ] ( ) ( ) ( )∫ ∫∫ φ′φ′−ρ⋅′′≤
t

k
y

k
xk YYyxyxsfJ

0
2 2

ddd83
R

( ) ( ) ( ) ,dd0d 00

0 ∫∫∫ ∆
φ′φ′ρ− yx

t
YYyxs (85)

it suffices indeed to verify the following:

Lemma 15. For 0>t

( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫ φ′φ′−ρθ∞→

t
k

s
k

sk
yYxYyxyxs

k0 2
dddlim

R
E

( ) ( ) ( ) ( )( ) ( )( ) .0dd0d
0

00 =φ′φ′ρ− ∫ ∫∫∆
t

ss yYxYyxs (86)

6.2. Purely atomic representation

Recall a useful representation of the superprocess in terms of
excursions, which has been derived recently in Dawson-Li [2]. Since we

have ( ( ) ) ( )kYY k θ
⋅⋅ = LL  and { }k

tY θ  is a unique solution of deterministic

IMS-martingale problem, we may reconstruct k
tY θ  on the probability

space ( )P~,~,~ FΩ  if necessary. In fact we have an explicit representation

(46). We can realize

( )
( )

( ) ( ) ( )∑ ∫ ∫ ∫
∞

=

σθ
θθθ

θ δ−+δξ=
1 0

,,,,0
0

d,d,d~

i

t

W
qtasxtakxit wasNstwtZ

kk
i

kk

R

kk
tt ZZ θθ += ,2,1: (87)

in the same way as above as deterministic { ( ) }mq
kkk

,,,,0 θθθ σρρ -IMS.

Then by Proposition 5 k
tZ θ  solves the ( ( ))

kk θθ II Dom, -martingale

problem relative to P~  (see Section 7), while ( )k
tY  is also a solution of the
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same type of martingale problem. By the uniqueness we may regard k
tZ θ

of (87) as purely atomic representation of ( ).k
tY  Since ∞→θk  and

,0→θk
q  too, as ∞→k  by the assumption (A.3), notice that

( ) ( ) ( ) ( )∫ ∫ ∫ →δ−=
θ

θ t

W
qtasxt wasNstwZ

k
k

0
,,

,2

0
0d,d,d

~
R

(88)

vanishes P~ -a.s. as k tends towards infinity. On the other hand, from

(A.1), (A.2) and (A.4) (see also Section 7) it is expected that k
tZ θ  converges

almost surely as ∞→k  to some limit process ( ) ( )∑∞
=

σ∞ δξ=
1 ,,0 ,0

i tbyit ii
tZ

where ( ){ }tby ii ,,0  denotes the coalescing Brownian flow. So that, by the

almost sure convergence of { ( )}k
tY  and the uniqueness of limit, it should

be that

( ) ( ) ( )∑
∞

=

σ δξ=
1

,,0
0 .0

i
tbyit ii

tY (89)

Anyway let us consider the first term of (86) in Lemma 15. From (87) we
have

( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫ φ′φ′−ρθ
t

k
s

k yYxYyxyxs
k0

02
ddd

R

( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫ θθθθ
θ +⋅+φ′φ′−ρ=

t

ssss yZZxZZyxyxs kkkk
k0

,2,1,2,1
2

ddd
R

( ) ( ) ( ) ( ) ( )∫ ∫∫ θθφ′φ′−ρ=
t

ssk yZxZyxyxs kk

0

,1,1 ddd

( ) ( ) ( ) ( ) ( )∫ ∫∫ θθφ′φ′−ρ+
t

ssk yZxZyxyxs kk

0

,1,2 ddd

( ) ( ) ( ) ( ) ( )∫ ∫∫ θθφ′φ′−ρ+
t

ssk yZxZyxyxs kk

0

,2,1 ddd

( ) ( ) ( ) ( ) ( )∫ ∫∫ θθφ′φ′−ρ+
t

ssk yZxZyxyxs kk

0

,2,2 ddd

[ ] [ ] [ ] [ ].90909090: 4321 IIII +++= (90)
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Since ( ) ,0,2 →θ BZ k
s  P~ -a.s. (as )∞→k  for ( ),RB∈B  it is not hard to

see that

[ ]{ } [ ]{ } ,090lim,090lim 32 ==
∞→∞→

II
kk

EE

and

[ ]{ } .090lim 4 =
∞→

I
k

E (91)

Therefore, (86) of Lemma 15 can be reduced into a simpler form, and
what really we have to show is now as follows.

Proposition 16. For 0>t

( ) ( ) ( ) ( ) ( )∫ ∫∫ θθ
θ∞→

φ′φ′−ρ
t

ssk
yZxZyxyxs kk

k0

,1,1
2

dddlim
R

E

( ) ( ) ( ) ( )( ) ( )( ) .0dd0d
0

00 =φ′φ′ρ− ∫ ∫∫∆
t

ss yYxYyxs (92)

Now we are going to discuss the expression (89). Recall that ( ){ }tiξ  is

a one-dimensional standard Feller branching diffusion. Hence it is

obvious that for each ,N∈i  ( )tk
i
θσξ  converges a.s. to ( )ti

0σξ  as ∞→k  if

0σ→σθ  (as ,)∞→θ  see (A.2). According to Theorem 2.3 of Dawson et

al. [4], under the assumption (A.1), for any N∈N  given, if ii ba k →θ

( )∞→k  for each Ni ...,,2,1=  (see also Section 7 (iv)), then the law of

N-system of interacting Brownian motions { ( )}tax k
ii ,,0 θ  with initial

state { }k
iaθ  converges to that of N-system of coalescing Brownian motions

( ){ }tby ii ,,0  with speed ( )0ρ  starting from { },ib  where ( ){ }txi  is a unique

solution of the stochastic equation of the type (45). Therefore, by virtue of
the similar method described in the proof of Theorem 4.2 of [4], it is easy

to show that ( )
( )

0,
,,0

,1 ≥δξ= ∑ θ
θσθ ttZ

i taxit k
ii

kk  converges in distribution

to ( )∑ δξσ
i tbyi ii

.,,0
0  By Skorokhod’s representation a selection of proper

version provides with almost sure convergence of { ( )}tax k
ii ,,0~ θ  towards
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( ){ },,,0~ tby ii  whereby guaranteed is the P~ -a.s. convergence

( )
( )

( ) ( )∑ ∑ δξ→δξ= σσθ
θ

θ

i i
tbyitaxit iik

ii

kk ttZ .
~

,,0~
,,0~

,1 0 (93)

While, by taking a.s. convergence of ( ) k
t

k
t ZY θ= ,1  to ( )0

tY  into account,

we can deduce that
( ) ( ),~~~ 0,1

tt
k

t YZY k →= θ  a.s. (94)

on a version basis (if necessary), and also that the identity

( ) ( ) ( )∑ δξ= σ

i
tbyit ii

tY ,,0~0 0~
(95)

holds. After that, let us write it simply as ( ) ( ) ( )∑ δξ= σ
i tbyit ii

tY ,,0
0 0  by

notational abuse.

Lemma 17. For any ,0>t  we have

( ) ( ) ( ) ( ) ( ) .0dddlim
0 \

,1,1
2

=φ′φ′−ρ∫ ∫∫ ∆

θθ
θ∞→

t

ssk
yZxZyxyxs kk

kR
E (96)

Proof. For simplicity we put ( ) ( ) ( ) ( )., yxyxyxF
kk φ′φ′−ρ= θ  Noting

that ( )R2C∈φ  and ( ),1 RC∈φ′  it follows that ( )yxFk ,  vanishes as

∞→k  for ( ) ,\:, 2 ∆=∈ RDyx  because ( ) ( )∞→→−ρθ kyx
k

0  on D

(where )yx ≠  by assumption (A.1). From the aforementioned discussion

(93)-(95), k
tZ θ,1  converges a.s. to ( ).0

tY  Set ( ) ( ) ( )yZxZyxZ kk
tt

k
t dddd ,1,1 θθ=×

and ( ) ( )( ) ( )( ).dddd 000 yYxYyxZ ttt =×  Then 0
t

k
t ZZ →  a.s. Consider

( ) ( ) ( ) ( ) ( )∫∫ ∆

θθ
θ φ′φ′−ρ

\

,1,1
2

dd
R

yZxZyxyx kk
k ss

( ) ( )∫ ×=
D

k
sk yxZyxF dd,

( ) ( ) ( ) ( )∫ ∫ ×−×≤
D D

sk
k
sk yxZyxFyxZyxF dd,dd, 0

( ) ( )∫ ×+
D

sk yxZyxF dd, 0

[ ] [ ].9797: 21 JJ += (97)
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The ordinary Lebesgue type convergence theorem is applicable to [ ],972J

and

{ }∫ ∫ ==
∞→∞→ D D

skkskk
ZFZF 0dlimdlim 00

holds for each 0>s  and .ω  Hence it follows immediately that

( ) ( ) .0dd,dlim
0

0 =








×∫ ∫∞→

t

D
skk

yxZyxFsE (98)

In other words, for ,0>ε  N∈∃ 0N  such that if ,0Nk ≥

[ ] ,
3

d97 0
2

ε<= ∫D
sk ZFJ    P~ -a.s. (99)

uniformly in [ ].,0 ts ∈  Since ( ),DCFk ∈  kF  can be approximated by

simple functions. In fact, there exists a family { ( )}l
k

lϕ  of simple functions

such that

( )( ) ( ),,,lim yxFyx k
k

ll
=ϕ

∞→
   a.e.- ( )yx, (100)

with ( )( ) ( )
( ) ( )( )∑ =

=ϕ lkN
i A

lk
i

k
l yxayx lk

i

,
1

, .,1, ,  For each l, for ,0>ε  N∈∃ 1N

such that if ,1Nk ≥  we have

( ) ( ) ( )
( )

∑∫ ε<−⋅≤−ϕ
lkN

i
s

k
s

lk
iD

s
k
s

k
l ZZaZZ

,
0,0

3
d (101)

because of convergence 0
t

k
t ZZ →  a.s. Similarly, from (100), for each k,

for ,0>ε  N∈∃ 2N  such that if ,2Nl ≥  we get

( ( ) ) ( ) ( )∑∫ ε<−⋅ϕ−≤−ϕ−
j

s
k
s

k
lkND

s
k
s

k
lk ZZFZZF .

3
limd 00 (102)

Then combining (101) and (102), we readily obtain

[ ] ( ) ( )∫ −=
D

s
k
sk ZZyxFJ 0

1 d,97

( ( ) ) ( ) ( ) ( ) ,
3
2dd 00 ε<−ϕ+−ϕ−≤ ∫∫ D

s
k
s

k
lD

s
k
s

k
lk ZZZZF  a.s. (103)
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uniformly in [ ],,0 ts∈  for sufficiently large k, { }.,max 21 NNNl =′≥  In

consequence, we can deduce from (97), (99) and (103) that for ,0>ε

{ }NNN ′=∃ ∗ ,max  such that if ,∗≥ Nk  then

( ) ( ) ( ) ( ) ( ) ε<φ′φ′−ρ∫∫ ∆

θθ
θ

\

,1,1
2

dd
R

yZxZyxyx kk
k ss    a.s.

uniformly in [ ].,0 ts∈  That is why the Lebesgue type convergence

theorem for the integral with respect to P~dd ×s  over [ ] Ω× ~,0 t  leads to

the assertion (96) immediately.

Dividing the integral region into two parts ∫∫ ∫∫ ∫∫∆ ∆
+=2 2 \

,
R R

 we

have from (92) in Proposition 16

( ) ( ) ( ) ( ) ( )∫ ∫∫ θθ
θ φ′φ′−ρ

t

ss yZxZyxyxs kk
k0

,1,1
2

ddd
R

E

( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫∆ φ′φ′ρ−
t

ss yYxYyxs
0

00 dd0d

( ) ( ) ( ) ( ) ( )∫ ∫∫ ∆

θθ
θ φ′φ′−ρ≤

t

ss yZxZyxyxs kk
k0 \

,1,1
2

ddd
R

E

( ) ( ) ( ) ( ) ( )∫ ∫∫∆
θθφ′φ′ρ+

t

ss yZxZyxs kk

0

,1,1 dd0dE

( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫∆ φ′φ′ρ−
t

ss yYxYyxs
0

00 dd0d

[ ] [ ].104104: 21 JJ += (104)

Then [ ] 0104lim 1 =∞→ Jk  yields immediately from Lemma 17. Therefore,

in order to finish the proof of key proposition we have only to show the
following.

Lemma 18. For 0>t

( ) ( ) ( ) ( ) ( )∫ ∫∫∆
θθ

∞→
φ′φ′ρ

t

ssk
yZxZyxs kk

0

,1,1 dd0dlim E

( ) ( ) ( ) ( )( ) ( )( ) .0dd0d
0

00 =φ′φ′ρ− ∫ ∫∫∆
t

ss yYxYyxs (105)
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6.3. Approximation procedure

This subsection is devoted to an establishment of another explicit

representation for the principal terms in question in connection with the

proof of the key proposition. We shall first pick up the second term of

(105) in Lemma 18 and begin with rewriting it into another useful form.

When we try to do the same thing for the first term of (105), we encounter

a difficulty on a sudden. To overcome it we need some approximation

technique.

Let us consider now the second term of (105) in Lemma 18. We put

( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫∆ φ′φ′ρ=
t

ss yYxYyxsI
0

00
2 ,dd0d: (106)

where ( ){ }.;, R∈=∆ xxx

Lemma 19. For 0>t  we have the following identity

( ) ( ) ( ) ( )( ) ( )( )∫ ∫∫∆ φ′φ′ρ=
t

ss yYxYyxsI
0

00
2 dd0d

( ) ( ) ( ) ( )( ) ( ( ))∑ ∫
∞

= τ

σσ φ′φ′ρξξ=
1,

.,,0,,00d 00

ji

t

jjiiji
ij

sbysbysss (107)

Proof. By using (89) in Subsection 6.2 we may rewrite (106) as

( ) ( ) ( ) ( ) ( )( )∫ ∫∫ ∑∆

∞

=

σ













δξφ′φ′ρ=
t

i
sbyi xsyxsI

ii0 1
,,02 d0d 0

( ) ( )( )












δξ∑
∞

=

σ

1
,,0 d0

j
sbyj ys

jj

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )∫ ∫∫ ∑∑∆

∞

=

∞

= 











δξ












δξφ′φ′ρ=
t

j
syj

i
syi ysxsyxs

ji0 1

0

1

0 ,dd0d (108)

where we used some abbreviated notations for the time being, namely,

( ) ( )ss ii
0:0 σξ=ξ  and ( ) ( ).: ,,0 sbysy iii

δ=δ  By the characterization (24) of the



w
w

w
.p

ph
m

j.c
om

A CERTAIN CLASS OF IMMIGRATION SUPERPROCESSES … 187

coalescing Brownian motions described in Remark 3 in Subsection 2.2, we

have

( ) ( )ijtji ttyy τ∧−⋅ρ= 0, (109)

for mji ≤≤ ,1  and for each N∈m  given, where ijτ  is a stopping time

called the first hitting time between two coalescing Brownian particles

( )tyi  and ( ),ty j  that is,

{ ( ) ( )}.;0inf tytyt jiij =>=τ (110)

Paying attention to this coalescing property we may make use of (109)

and (110) to obtain

( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( )( )∑∑∫ ∫∫
∞

=

∞

= ∆
δδφ′φ′ρξξ=

1 1 0

00 dd0d108
i j

t

sysyji yxyxsss
ji

( ) ( ) ( ) ( ) ( ) ( )( ) ( )( )∑ ∫ ∫∫τ ∆
δδφ′φ′ρξξ=

ji

t

sysyji
ij

ji
yxyxsss

,

00 dd0d

( ) ( ) ( ) ( ) ( ) ( )( ) ( )( )∑ ∫ ∫∫τ
δδφ′φ′ρξξ=

ji

t

sysyji
ij

ji
yxyxsss

,

00
2

dd0d
R

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )∑ ∫ ∫∫τ







 δφ′⋅






 δφ′ρξξ=
ji

sysyji
ij

ji
xyxxsss

,

00 dd0d
RR

( ) ( ) ( ) ( )( ) ( ( ))∑ ∫τ φ′φ′ρξξ=
ji

t

jiji
ij

sysysss
,

00 .0d (111)

This finishes the proof of Lemma 19.

Next let us consider the first term of (105) in Lemma 18. We put

( ) ( ) ( ) ( ) ( )∫ ∫∫∆
θθφ′φ′ρ=

t

ss yZxZyxsI kk

0

,1,1
1 .dd0d: (112)

By the approach similar to discussions in the proof of Lemma 19, we are

going to rewrite 1I  into another explicit representation. In so doing, the

expression that we have to prove can be converted into a more tractable
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one. As a matter of fact, as we have seen in another explicit

representation (107) of Lemma 19, the mathematical structure of the

subject integral form 2I  is certainly changed into a much simpler one in

the convergence topological sense, because purely atomic measure terms

disappear and are replaced by functions superficially.

Lemma 20. There exists a family { }llD  of monotone proper sets such

that ,∆⊃lD  ( )lDD ll ∀⊃ +1  and ∆→lD  as ,∞→l  and for ,0>t  we

have the following identity

( ) ( ) ( ) ( ) ( )∫ ∫∫∆
θθφ′φ′ρ=

t

ss yZxZyxsI kk

0

,1,1
1 dd0d

( ) ( ) ( ) { ( ( ) ( ))}∑ ∫
∞

=

θθ
∞→

σσ
ρξξ= θθ

1, 0
,1lim0d

ji

t

jiDlji sxsxsss kk
l

kk

( ( )) ( ( )).,,0,,0 saxsax kkkk
jjii
θθθθ φ′φ′× (113)

Proof. Recall the purely atomic representation of k
tZ θ,1  (see (87) in

Subsection 6.2):

( )
( )∑

∞

=

σθ
θθ

θ δξ=
1

,,0
,1 .

i
takxit k

i

kk tZ (114)

As the first step to the expression (113), let us consider, for instance,

the following setting. For the set ( ){ },;, R∈=∆ xxx  we first define a

sequence of inclusively approximate subsets as

( )
( )

( ) ( ) ,1,,inf;,
2,

2









≤′′−∈′′=
∈′′ l

yxxxyxD
yx

l
R

R    for ,1≥l (115)

where ⋅  denotes the Euclidean norm in .22 R=E  Then we observe

that ,∆⊃lD  1+⊃ ll DD  and ∆→lD  as ∞→l  as set inclusion order.

Clearly ( ) ( )yxyx
lD ,1,1 ∆→  a.e. (as )∞→l  with respect to ( )yx dd2 ×A

( ) ( ).d,d yxAA ⊗=  So that, application of the Lebesgue type convergence
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theorem gives an observation that

( ) ( ) ( ) ( )∫∫∆ δδφ′φ′ yxyx ba dd

( ) ( ) ( ) ( ) ( )∫∫ δδφ′φ′= ∆2
dd,1

R
yxyxyx ba

{ ( )} ( ) ( ) ( ) ( )∫∫ δδφ′φ′=
∞→2

dd,1lim
R

yxyxyx baDl l

( ) ( ) ( ) ( ) ( )∫∫ δδφ′φ′=
∞→ 2

.dd,1lim
R

yxyxyx baDl l
(116)

Note that the discussion of the integral in (116) does not depend on the

choice of approximate sequence as far as it keeps monotone property and

a kind of uniformity in convergence.

As the second step to this approximation procedure, we shall think of

choosing an appropriate approximate sequence of more specific form. For

each 1≥l  given, we define ( )[ ]M
lD ε  as follows. Let 0>M  be a positive

integer, i.e., ,+∈ ZM  and let [ ]lMSq ,  denote a square with a length of

side ( ) ,2 1−Ml  called the unit square. The unit strip of ( )[ ]M
lD ε  along the

X-axis in the Euclidean XY-plane 2R  is given as follows. This unit strip

just corresponds to a neighborhood of level 0 (meaning 0=x  with

( ) )., ∆∈xx  The horizontal strip form of neighborhood along the X-axis

consists of ( )28 +M  pieces of squares in such a way that just ( )14 +M

pieces of unit squares [ ]lMSq ,  are laid exactly on the strip region

( )








×







 +−
MlMl

M
l 2

2,0
2

142,22

and simultaneously other ( )14 +M  pieces of unit squares [ ]lMSq ,  are

laid exactly on the other strip region

( )
.0,

2
222,

2
142









−×







 +−
MllMl

M
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Likewise, for each level Mlkx 2=  with ( )( ),,,2 ∆∈=∈ xxMlkxk Z  we

repeat the same procedure of laying the similar type of strip region of the
same area (which is transferred from level 0 in a parallel way) with

( )28 +M  pieces of unit squares [ ]lMSq ,  similarly arranged. ( )[ ]M
lD ε  is an

aggregate of squares [ ],, lMSq  which is obtained by laying the whole

region

{ }∪
Z∈= k

Ml
kx

x

,2

regionlevel

with a collection of the bulk of squares for the unit strip. Clearly this

construction of ( )[ ]M
lD ε  gives an observation that, for each l and M,

( )[ ]M
ll DD ε⊂  and { ( ( )[ ] ) }

Ml
DxDx l

M
l 2

1;,dist0 ≤∈≤ ε  at most;

moreover,

( )[ ]
l

M
lM

DD =ε
∞→

lim  and ( ( )[ ] ) ∆=ε
∞→∞→

M
lMl

Dlimlim

in a monotone way, where ( )Ax,dist  is a distance from a point x to a set

A. On this account, we can approximate the indicator ∆1  by using this

sequence { ( )[ ]} ., lM
M

lD ε  Furthermore we can verify with ease that there

exists a collection of disjoint intervals { } { }p
lM

ppp II ,=  in x-direction and

a collection of disjoint intervals { } { }p
lM

ppp JJ ,=  in y-direction such that

( )[ ] ∪
∞

=

ε ×=
1i

pp
M

l JID  with mutually disjoint { }ppp JI ×

and for ( ) ( )[ ],, M
lDyx ε∈  N∈∃p  such that ( )., yxJI pp ∋×  In addition,

it follows that

( ) ( ( )[ ] ( )),,1limlim,1 yxyx M
lDMl
ε

∞→∞→∆ = (117)

( )[ ] ( ) { }( )∑
∞

=
×=ε

1

,1,1
p

JID
yxyx

ppM
l

(118)
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and

{ }( ) ( ) ( ).11,1 yxyx
pppp JIJI ×=× (119)

After all, by the independence of the choice of approximating sequences,

the diagonal method and renumbering procedure, we may rewrite it

simply as { }lD  anew, instead of { ( )[ ]} ,, lM
M

lD ε  from the begining.

Based upon the above-mentioned approximation argument, by

employing the Fubini theorem and the Lebesgue theorem we can deduce

with an easy computation that

( ) ( ) ( ) ( ) ( )∫ ∫∫∆
θθφ′φ′ρ=

t

ss yZxZyxsI kk

0

,1,1
1 dd0d

( ) ( ) ( ) ( ) ( ) ( )∫ ∫∫ θθ
∆ φ′φ′ρ=

t

ss yZxZyxyxs kk

0

,1,1
2

dd,10d
R

( ) { ( )} ( ) ( ) ( ) ( )∫ ∫∫ θθ
∞→

φ′φ′ρ=
t

ssDl
yZxZyxyxs kk

l0

,1,1
2

dd,1lim0d
R

( ) ( ) ( ) ( ) ( ) ( )∫ ∫∫ ∑












φ′φ′












ρ=
∆

θθ
∞

=
×∞→

t

ss
p

JIl
yZxZyxyxs kk

l
p

l
p0

,1,1

1

dd,1lim0d

( ) ( ) ( ) ( ) ( )∫ ∑ ∫∫
∞

=

θθ
∞→








 φ′






 φ′ρ=
t

p
sJsIl

k
l
p

k
l
p

ZyyZxxs
0 1

,1,1 .d1d1lim0d
RR

(120)

As is well known, the indicator can be approximated by ∞C -functions.

Hence for each l, p, there exist { } { } ( )R∞⊂ψ=ψ 0
, Cm
pl

mmm  and { }mm ′′η

{ } ( )R∞
′′ ⊂η= 0

, Cm
pl

m  such that ( ) ( )xx l
pIm 1→ψ  pointwise as ,∞→m  and

( ) ( )yy l
pJm 1→η ′  pointwise as .∞→′m  Therefore, an easy computation

with application of the Fubini theorem and the Lebesgue theorem

together with the representation (114) yields to the assertion that
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1I

( ) ( ) ( ) ( ) ( )∫ ∫∫∆
θθφ′φ′ρ=

t

ss yZxZyxs kk

0

,1,1 dd0d

( ) ( ) ( ) ( ) ( ) ( )( ) ( )( )∑ ∫ ∫∫
∞

= ∆
δδφ′φ′ρξξ=

1, 0
dd0d

ji

t

sxsx
k
j

k
i yxyxsss k

j
k
i

( ) ( ) ( ) { } ( ) ( ) ( )( ) ( )( )∑ ∫ ∫∫
∞

=
∞→

δδφ′φ′ρξξ=
1, 0 2

dd1lim0d
ji

t

sxsxDl
k
j

k
i yxyxsss k

j
k
i

lR

( ) ( ) ( ) ( ) ( )( ) ( )( )∑ ∫ ∑∫∫
∞

=

∞

=
×∞→

δδφ′φ′ρξξ=
1, 0 1

2
dd,1lim0d

ji

t

p
sxsxJIl

k
j

k
i yxyxyxs k

j
k
i

l
p

l
pR

( ) ( ) ( ) ( ) ( )∑∫ ∑ ∫∫ 





 δφ′







 δφ′ρξξ=

ji

t

p
xJxIl

k
j

k
i yyxxs k

j
l
p

k
i

l
p

, 0
,d1d1lim0d

RR
(121)

where we used some notational abuse: ( ) ( )ss k
i

k
i

θσξ=ξ :  and ( ) =:sxk
i

( )sax kk
i ,,0 θθ  and so on. Here consider the integral ( )∫ δφ′ .d1 xk

i
l
p xI

 Under

the same setting as in (121) and with the same mathematical tools, it is

easy to see that

( ) ( ) ( )( )∫ δφ′
R

xxx
sxI k

i
l
p

d1

( ) ( ) ( )( ) ( ( )) ( ( ))∫ φ′ψ=δφ′ψ=
∞→∞→ R

.limdlim , sxsxxxx k
i

k
immsx

pl
mm

k
i

(122)

For the integral ( )∫ δφ′ ,d1 yk
j

l
p xJ

 the same thing. In fact, we have

( ) ( ) ( )( )∫ δφ′
R

yyy
sxJ k

j
l
p

d1

( ) ( ) ( )( ) ( ( )) ( ( ))∫ φ′η=δφ′η= ′
∞→′′∞→′ R

.limdlim , sxsxyyy k
j

k
jmmsx

pl
mm

k
j

(123)
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Therefore we may combine (122) and (123) with (121) to obtain

( ) { ( ( )) ( ( ))∑ ∫ ∑ φ′ψρξξ=
ji

t

p

k
i

k
imml

k
j

k
i sxsxsI

, 0
1 limlim0d

( ( )) ( ( ))}sxsx k
j

k
jmm

φ′η⋅ ′′
lim

( ) { ( ( )) ( ( )) ( ( )) ( ( ))}∑ ∫ ∑ φ′⋅φ′ρξξ=
ji

t

p

k
j

k
jJ

k
i

k
iIl

k
j

k
i sxsxsxsxs l

p
l
p

, 0
11lim0d

( ) ( ) ( ) { }( ) ( ( )) ( ( ))∑ ∫ ∑












φ′φ′ρξξ=
×

ji

t

p

k
j

k
i

k
j

k
iJIl

k
j

k
i sxsxxxsss l

p
l
p

, 0
,1lim0d

( ) ( ) ( ){ ( ( ) ( ))} ( ( )) ( ( ))∑ ∫
∞

=

φ′φ′ρξξ=
1, 0

.,1lim0d
ji

t
k
j

k
i

k
j

k
iDl

k
j

k
i sxsxsxsxsss

l
(124)

Finally we obtain the assertion (113). This completes the proof of

Lemma 20.

6.4. Convergence in law and interchangeability argument

According to the discussion in Subsection 6.2, in order to prove the

key proposition (Proposition 12), we have only to show Lemma 18.

However, if we take the results obtained in Subsection 6.3, then Lemma

18 is even attributed to another assertion besides. In fact, from Lemmas

19 and 20 we recognize immediately that, to verify Lemma 18 it suffices

to prove the following.

Lemma 21. For ,0>t

( ) ( ) ( ) { ( ( ) ( ))}∑ ∫
∞

=

θθ
∞→

σσ

∞→
ρξξ θθ

1, 0
,1lim0dlim

ji

t

jiDljik
sxsxsss kk

l
kkE

( ( )) ( ( ))saxsax kkkk
jjii ,,0,,0 θθθθ φ′φ′×

( ) ( ) ( ) ( )( ) ( ( )) .0,,0,,00d
1,

00 =φ′φ′ρξξ− ∑∫
∞

= τ

σσ

ji

t

jjiiji
ij

sbysbysss (125)
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On the other hand, for each ω and i, j we have

( ) ( ) ( ) ( ) ( ) ( )∫ φ′φ′ρξξ
t

k
j

k
iDl

k
j

k
i sxxss

l0
d1lim0

( ) ( ) ( ) ( ) ( )∫ φ′φ′ρξξ−
t

jiji syyss
0

00 d0

( ) ( ) ( ) ( ) ( ) ( )∫ φ′φ′ρξξ≤
t

k
j

k
iDl

k
j

k
i sxxss

l0
d1lim0

( ) ( ) ( ) ( ) ( ) ( )∫ φ′φ′ρξξ−
t

k
j

k
iDlji sxxss

l0

00 d1lim0

( ) ( ) ( ) ( ) ( ) ( )∫ φ′φ′ρξξ+
t

k
j

k
iDlji sxxss

l0

00 d1lim0

( ) ( ) ( ) ( ) ( )∫ φ′φ′ρξξ−
t

jiji syyss
0

00 d0

[ ] [ ].126126: 21 JJ += (126)

As to [ ],1261J  we can get easily

[ ] { ( ) ( ) ( ) ( )} ( ) ( ) ( )∫ φ′φ′ξξ−ξξ=
t

k
j

k
iDlji

k
j

k
i sxxssssJ

l0

00
1 d1lim126

( ) ( ) ( ) ( ) ( ) ( )∫ φ′φ′⋅⋅ξξ−ξξ≤
t

k
j

k
iDlji

k
j

k
i sxxssss

l0

00 .d1lim (127)

Recall that ( ){ }tiξ  is a standard Feller branching diffusion, and also that

( )sk
i
θσξ  converges a.s. as ∞→k  to ( )si

0σξ  uniformly in [ ].,0 ts ∈  Hence

it follows that

( ) ( ) ( ) ( ) ( ) ( ) ( )∫ φ′φ′⋅⋅ξξ−ξξ≤
≤≤

t
k
j

k
iDlji

k
j

k
i

ts
sxxssss

l0

00

0
d1limsup127

( ) ( )∫ φ′φ′⋅ξξ−ξξ≤ ∞

t
k
j

k
iDlji

k
j

k
i sxx

l0

00 d1lim

{ } ( ) ( )∫ φ′φ′⋅ξ−ξξ+ξξ−ξ≤ ∞∞∞∞

t
k
j

k
iDlj

k
ji

k
ji

k
i sxx

l0

000 d1lim

0→    a.s.   (as .)∞→k (128)
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Consequently, from (126)-(128), to show (125) it suffices to prove the

following lemma. For brevity’s sake we put ( ) ( ).,,0: saxsx kk
ii

k
i

θθ=

Lemma 22. For 0>t

( ) ( ) ( ) { ( ( ) ( ))} ( ( )) ( ( ))∑ ∫
∞

=
∞→

σσ
∞→

φ′φ′ρξξ
1, 0

,1lim0dlim 00

ji

t
k
j

k
i

k
j

k
iDljik

sxsxsxsxsss
l

E

( ) ( ) ( ) ( )( ) ( ( )) .0,,0,,00d
1,

00 =φ′φ′ρξξ− ∑ ∫
∞

= τ

σσ

ji

t

jjiiji
ij

sbysbysss (129)

Next we will think of a prestep to another reduction of (129) into a
simpler one.

Lemma 23. For any [ ]ts ,0∈  we have

( ) ( ) ( ) ( ( ) ( )) ( ( )) ( ( ))∑
∞

=
∞→

φ′φ′ρξξ
1,

00 ,10lim
ji

k
j

k
i

k
j

k
iDjik

sxsxsxsxss
l

E

( ) ( ) ( ) ( ( ) ( )) ( )( ) ( ( )) ,0,10
1,

00 =φ′φ′ρξξ− ∑
∞

=ji
jijiDji sysysysyss

l
(130)

where we put ,: 00 σξ=ξ ii  ( ) ( )saxsx kk
ii

k
i ,,0: θσθ=  and ( ) ( )sbysy iii ,,0:=

for brevity’s sake.

Proof. First of all we assume that

( ) ( ) ( ) ( ( ) ( )) ( ( )) ( ( ))∑
∞

=

∞<φ′φ′ρξξ
1,

00 .,10
ji

k
j

k
i

k
j

k
iDji sxsxsxsxss

l
E (131)

By the standard theory of integration this is nothing but the criterion for
interchangeability between summation and integration. That is to say,
under (131) we have the identity

( ) ( ) ( ) ( ( )) ( ( ))












φ′φ′ρξξ∑
∞

=1,

00 10
ji

k
j

k
iDji sxsxss

l
E

{ ( ) ( ) ( ) ( ( )) ( ( ))}∑
∞

=

φ′φ′ρξξ=
1,

00 .10
ji

k
j

k
iDji sxsxss

l
E (132)
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This interchangeability proves to be trivially correct. In fact, the

boundedness of the test functions yields to an easy estimate

the left-hand side of   ( ) ( ) ( ) ( )∑
∞

=

ξξφ′ρ≤
1,

002 .0131
ji

ji ssE (133)

Since ( ){ }ii tξ  are mutually independent Feller branching diffusions, for

each N∈i  the process ( )tiξ  satisfies a stochastic equation

( ) ( ) ( )∫ βξ+ξ=ξ
t

siii Bst
0

.d0 (134)

Hence for some constant ,0>K  the inequality

( ) ( ) { ( )} { ( )}∑
∞

=

ξ⋅ξφ′ρ≤
1,

000133
ji

ji ss EE

{ ( )} ∞<












ξ≤ ∑

∞

=

2

1

0 0
i

iK E (135)

follows from (134) and the condition for the initial state of ( ){ }tiξ  imposed

in Subsection 2.3, where we made use of independence and the property

of { } .0martingale =E

Then the establishment of this interchangeable equality (132) enables

us to approximate the infinite sum by a finite sum simply through the

limiting procedure ,lim ∞→N  namely,

( ) ( ) ( ) ( ( )) ( ( ))












φ′φ′ρξξ∑
∞

=1,

00 10
ji

k
j

k
iDji sxsxss

l
E

( ) ( ) ( ) ( ( )) ( ( ))












φ′φ′ρξξ= ∑
=

∞→

N

ji

k
j

k
iDjiN

sxsxss
l

1,

00 10lim E

[ ] ,;,lim:
1, 











ξΦ= ∑
=

∞→

N

ji

k
j

k
i

s
ijN

xxE (136)
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where for later citation we employed a simple sign in the last line that is
equal to the previous line up.

By virtue of Theorem 2.3 of [4] we know that under the assumption

(A.1), for each ,N∈N  the law ({ ( )})⋅θk
ixL  of N-system of interacting

Brownian motions (N-SIBM) with interaction parameter 
kθρ  converges

as ∞→k  to the law ( ){ }( )⋅iyL  of N-system of coalescing Brownian

motions (N-SCBM) with speed ( ),0ρ  if the initial state { }k
iaθ  converges to

the starting points { }.ib  Hence for each t fixed, for { ( )} N
i tx k R∈θ  and

( ){ } ,N
i ty R∈  the same convergence assertion for those laws as probability

measures ( ( ))NRP∈  on NR  is also valid. Let us now consider random

variables ( ) Nk
N

kk XXX R∈= ...,,1  and ( ) ,...,, 00
1

0 N
NYYY R∈=  and let

,k
NQ  ( )N

NQ RP∈0  denote the laws of kX  and ,0Y  respectively. Since

we have a trivial identity

( ){ } ( )( ) ( ) ( ) ( ) ( )∫ ∫Ω

−=ωω≡
n

xXxfXfXf
R

PPE dd 1D (137)

for any nR -valued random variable X and any bounded continuous

function f on ,nR  we note that the weak convergence 0
N

k
N QQ ⇒  as

measure ( )NRP∈  is equivalent to the convergence in law of kX  to .0Y

Hence, for any bounded continuous ( ),NCH R∈  the convergence

{ ( )} { ( )}0XHXH k EE →  yields from the convergence

( ) ( ) ( ) ( )∫ ∫→
N N

xQxHxQxH N
k
NR R

.dd 0 (138)

Therefore, when for ( )NNCH RR ×∈  we define

({ ( ) } { ( ) }) [ ]∑
=

θθ ξΦ===
N

ji

k
j

k
i

s
ijji xxNjsxNisxH kk

1,

;,:...,,1;,...,,1; (139)

by using the function s
ijΦ  in (136), then the above-mentioned convergence

of N-SIBM to N-SCBM provides with the convergence: [ ({ ( )},sxH k
iE
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{ ( )})] [ ( ( ){ } { ( )})],, sysyHsx ji
k
j E→  namely,

[ ] [ ] .;,;,lim
1,1, 











ξΦ=












ξΦ ∑∑
==

∞→

N

ji
ji

s
ij

N

ji

k
j

k
i

s
ijk

yyxx EE (140)

Notice that there happens no problem in the above convergence because
we may approximate 

lD1  by a smooth function in the same way as done

in Subsection 6.3. For the details, we shall leave it to the reader as an
easy exercise. Therefore, paying attention to the identity

[ ] [ ] ,;,lim;,limlim
1,1, 











ξΦ=
























ξΦ ∑∑
=

∞→
=

∞→∞→

N

ji
ji

s
ijN

N

ji

k
j

k
i

s
ijNk

yyxx EE (141)

we can easily verify from (136) and (140) that

( ) ( ) ( ) ( ( ) ( )) ( ( )) ( ( ))












φ′φ′ρξξ∑
∞

=1,

00 ,10lim
ji

k
j

k
i

k
j

k
iDjik

sxsxsxsxss
l

E

[ ]
























ξΦ= ∑
=

N

ji

k
j

k
i

s
ijNk

xx
1,

;,limlim E

[ ]
























ξΦ= ∑
=

N

ji

k
j

k
i

s
ijkN

xx
1,

;,limlim E

[ ] [ ] .;,;,lim
1,1, 











ξΦ=












ξΦ= ∑∑
==

N

ji
ji

s
ij

N

ji
ji

s
ijN

yyyy EE (142)

The assertion (130) follows immediately from (142).

Lemma 24. For 0>t  we have

( ) ( ) ( ) { ( )} ( ( )) ( ( ))∑ ∫
∞

=
∞→

φ′φ′ρξξ
1, 0

00 d,1lim0lim
ji

t
k
j

k
i

k
j

k
iDljik

ssxsxxxss
l

E

( ) ( ) ( ) { ( )} ( )( ) ( ( )) .0d,1lim0
1, 0

00 =φ′φ′ρξξ− ∑ ∫
∞

=ji

t

jijiDlji ssysyyyss
l

(143)
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Note that we used the same abbreviated notations as in Lemma 23.

Proof. We shall use the same notations as in the proof of Lemma 23.

We have proved

( ) ( ) ( ) ( ( )) ( ( ))












φ′φ′ρξξ∑
∞

ji

k
j

k
iDjik

sxsxss
l

,

00 10lim E

[ ] [ ] .;,;,lim
,, 











ξΦ=












ξΦ= ∑∑
∞∞

ji
ji

s
ij

ji

k
j

k
i

s
ijk

yyxx EE (144)

By employing the same approximation procedure in Subsection 6.3 we

can replace 
lD1  by a smooth function ( )yxmm ,λ≡λ  for each ,N∈l

namely, we may put ( ) ( )∑ ηψ=λ
p

p
m

p
mm yx  for instance. Let [ ;, ji

s
ij xxΦ

]mλξ,  denote the function [ ]ξΦ ;, ji
s
ij xx  with 

lD1  replaced by .mλ  Then

the integral of [ ]mji
s
ij xx λξΦ ,;,  with respect to ds over [ ]t,0  can be

approximated by a finite sum

[ ]∑
′

=

τ
∆λξΦ

N

q
qmjiij sxxq

1

,,;,

where a partition tsss N =<<<=∆ ′"10 0:~  of the time interval [ ]t,0

is given, we put 1−−=∆ qqq sss  ( ),1 Nq ′≤≤  qτ  is a point arbitrarily

taken from the subinterval [ ]qq ss ,1−  for each q, and ,max~
qq s∆=∆

because the integrand is continuous in this occasion. Hence from (144) we

have

[ ]












∆λξΦ∑∑
′

τ

ji

N

q
qm

k
j

k
iijk

sxxq

,

,;,lim E

[ ] .,;,
, 











∆λξΦ= ∑∑
′

τ

ji

N

q
qmjiij syyqE (145)
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Moreover, by virtue of the condition (131), we can deduce at once with
passage to the limit ∞→′N  or equivalently 0→∆  together with the

reverse operation of approximation procedure for 
lD1  that

[ ] [ ] .d;,d;,lim
, 0, 0 











ξΦ=












ξΦ ∑ ∫∑ ∫
ji

t

ji
s
ij

ji

t
k
j

k
i

s
ijk

syysxx EE (146)

By virtue of (131) again, the Lebesgue type convergence theorem will
take care of the interchange between integration and limit ∞→l  in

(146). On this account we finally establish

( ) ( ) ( ){ ( )} ( ( )) ( ( ))












φ′φ′ρξξ∑ ∫
∞

ji

t
k
j

k
i

k
j

k
iDljik

ssxsxxxss
l

, 0

00 d,1lim0lim E

( ) ( ) ( ) { ( )} ( )( ) ( ( )) .d,1lim0
, 0

00













φ′φ′ρξξ= ∑ ∫
∞

ji

t

jijiDlji ssysyyyss
l

E (147)

The assertion (143) yields immediately from (147).

Proof of Lemma 22. By a triangular inequality we get

( ) ( ) ( ) { ( )} ( ) ( )∑ ∫ φ′φ′ρξξ
ji

t
k
j

k
i

k
j

k
iDlji xxxxsss

l
, 0

00 ,1lim0d

( ) ( ) ( ) ( ) ( )∑ ∫τ φ′φ′ρξξ−
ji

t

jiji
ij

yysss
,

00 0d

( ) ( ) ( ) { ( )} ( ) ( )∑ ∫ φ′φ′ρξξ≤
ji

t
k
j

k
i

k
j

k
iDlji xxxxsss

l
, 0

00 ,1lim0d

( ) ( ) ( ) { ( )} ( ) ( )∑ ∫ φ′φ′ρξξ−
ji

t

jijiDlji yyyysss
l

, 0

00 ,1lim0d

( ) ( ) ( ) { ( )} ( ) ( )∑ ∫ φ′φ′ρξξ+
ji

t

jijiDlji yyyysss
l

, 0

00 ,1lim0d

( ) ( ) ( ) ( ) ( )∑ ∫τ φ′φ′ρξξ−
ji

t

jiji
ij

yysss
,

00 0d

[ ] [ ].148148: 21 JJ += (148)
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Since an application of (143) in Lemma 24 verifies [ ]{ } ,0148lim 1 =Jk E
the assertion of Lemma 22 is attributed to showing that

[ ]{ } .0148lim 2 =
∞→

J
k

E (149)

However, the term [ ]1482J  is free from the parameter k-dependence, so

that, what really we have to show is

( ){ ( )} ( )( ) ( ( ))∑ ∫ φ′φ′ρξΞ
ji

t

jijiDl
s
ij ssysyyy

l
, 0

d,1lim,E

( ) ( )( ) ( ( )) ,0d,
,

=φ′φ′ρξΞ− ∑ ∫τji

t

ji
s
ij

ij

ssysy (150)

where we put ( ) ( ) ( ) ( )0:, 00 ρξξ=ρξΞ ss ji
s
ij  for simplicity. Recall the discussion

on the approximation procedure in Subsection 6.3. Since we have

( ) ( ),,1,1lim yxyx
lDl ∆=  ( ) ( )yx dd AA ⊗ -a.e. from (117), it is obvious that

( ( ) ( )) ( ( ) ( )),,1,1lim sysysysy jijiDl l ∆∞→
=    P -a.s. (151)

Therefore it follows that the first term in (150) becomes

( ) ( ( ) ( )) ( )( ) ( ( ))∑ ∫
∞

=
∆ φ′φ′ρξΞ

1, 0
.d,1,

ji

t

jiji
s
ij ssysysysy (152)

Clearly ( )ji yy ,1∆  becomes 1 when ( ) ∆∈ji yy ,  and its value becomes

null if ( ) ., c
ji yy ∆∈  In other words the case of ( ) c

ji yy ∆∈,  has no

contribution to the integral (152) in its value. Then what is the situation

in the integral (152) if ( ) ?, ∆∈ji yy  For each ,N∈i  the coalescing

Brownian path ( )tby ii ,,0  starts at the point ,ib  and generally speaking,

ji bb ≠  for distinct pair ( ),, ji  .ji ≠  In addition, by the coalescing

property of particles, during the time interval [ ],,0 t  the phenomenon

( ) ∆∈ji yy ,  can be observed only in [ ],, tijτ  where ijτ  is the first hitting

time when ( ) ( )sysy ji =  for .0>s  Under this consideration the expression
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(152) is reasonably rewritten as

( ) ( ( ) ( )) ( )( ) ( ( ))∑ ∫
∞

= τ
∆ φ′φ′ρξΞ

1,

,d,1,
ji

t

jiji
s
ij

ij

ssysysysy (153)

implying that (150) proves to be true. This completes the proof of Lemma
22.

The discussion through Subsections 6.1-6.4 completes the proof of the
key proposition, namely Proposition 12.

7. Concluding Remarks

 (i) In the preliminaries of Section 2 we made a quick review of
several superprocesses as prerequisite knowledge to read this paper. The
content of Subsection 2.1 is partly due to Dawson et al. [3] and also partly
due to the path wise construction of SDSM in Dawson-Li [2], and the
content of Subsection 2.2 is chiefly due to Dawson et al. [4]. While the
content of Subsection 2.3 is mainly based upon Dawson-Li [2].

(ii) In [26], Pitman-Yor constructed a certain class of one-dimensional

immigration diffusion processes as sums of excursions selected by Poisson

point processes. Similar types of constructions under infinite-dimensional

setting can be found, for example, in Fu-Li [17], Li [22], Li-Shiga [25] and

Shiga [27]. Especially, ( )RaM -valued immigration branching diffusions

without spatial motion were constructed in Shiga [27], where the subject

diffusion is obtained as the unique solution of stochastic equation similar

to (29), but with the term ( )tasx ,,δ  replaced by simple .aδ  In [17], Fu-Li

succeeded in derivation of non-trivial extension of Shiga’s result to a

more general case of independent spatial motion, by considering the

notion of measure-valued excursions.

(iii) In connection with the formalism underlying the proof of the

main theorem, the martingale characterization for the rescaled processes

{ }0; ≥θ tZt  described in Proposition 5 of Subsection 3.3 is equivalent to

the assertion that { }θtZ  is a solution of the ( )( )θθ II Dom, -martingale

problem.
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(iv) To assert the main theorem, some assumption on the convergence

of initial data is needed: for instance, for the original IMS µ=0Y

( ),RaM∈  the rescaled process θ
θ µ=0Y  converges to a certain purely

atomic measure .00 µ=∞Y  In our model, related to the purely atomic

representation, for the initial data ( )∑∞
=

δξ=µ
1

,0
i ai i

 automatically the

convergence: ( ) ( )∑ ∑∞
= =θ δξ=µ→δξ=µ θ1 10 00

i i biai i
i

 follows for some

sequence { } .R⊂ib  However, this is completely equivalent to the

convergence: ( ) ( )∑ ∑ δξ→δξ σσ
θ

θ
i i biai i

i
,00 0  whereby derived is ii ba →θ

as ∞→θ  for each .N∈i  This is nothing but one of the conditions for the

limiting result that the interacting Brownian motions with starting

points { }θia  converge in distribution sense to the coalescing Brownian

motions with initial state { }.ib

(v) In this paper we treat the case of vanishing deterministic

immigration at infinity: 0→θq  as .∞→θ  However, if the deterministic

immigration rate does not vanish, then another type of limit theorem is

obtained. This new result is explained in the companion paper [12].

Moreover, we can consider the rescaled convergence problem for the case

of function-type immigration rate. This challenging limit theorem for

superprocesses with non-trivial immigration shall be discussed in the

forthcoming paper [13].
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