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Abstract

In this paper we introduce a certain class of network-routing protocols
over arbitrary simple, undirected graphs. These protocols transmit data-
packets between adjacent vertices and will be formally specified as local
maps of a sequential dynamical system (SDS). An SDS consists of (a) a

finite (labeled) graph Y with vertex set { },...,,1 nvv  where each iv  has a

finite state, ,Kx
iv ∈  (b) a vertex labeled multi-set of YL -local functions

( ) ,, iwYivF  where YL  is a mapping from Y-vertices into subgraphs of Y

and (c) a word w, i.e., a multi-set ( ),...,,1 kww  where iw  is a Y-vertex.

The local function YiwF ,  updates the state of vertex iw  as a function of

the vertices contained in the subgraph ( )iY wL  and simultaneously

updates all states of the ( )iY wL -vertices other than .iw  The SDS is

then the product of the local maps: [ ] ∏ == k
i wY i

Fw 1 :,F  .nn KK →

We will specify generic, parameterized data transmission protocols as

( )vYL -local maps, where ( )vYL  is a subgraph of Y. The protocols will

facilitate the transmission of unlabeled packets from a fixed source S to

a fixed destination D and route using the distance to D, the actual load
of the neighbors and their total capacities as base parameters. The state
of a vertex will be the vector of queue-sizes of their respective next-hop-
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destinations. We will present several instances of the system dynamics
produced by these protocols and utilize the SDS-framework in order to
study which update schedules induce equal or equivalent systems.
Finally we investigate further system symmetries that arise from
automorphisms of the base graph itself using group actions and allow to
determine additional equivalences.

1. Introduction

Communication theory is the legacy of seminal work by Wiener,
Kotelnikov, and Shannon. It assumes circuit-switching, in which a
dedicated channel is allocated for transmission between two (or more)
parties. This classical theory of communication can be contrasted to

packet-switching, where the data flow is divided into packets prior to
transmission. Each packet is transmitted individually and is routed via
multiple switching nodes, possibly along multiple paths, before it reaches
its destination. Intuitively, this type of communication is more robust,
but it is unfortunately not well understood today.

The scope of this paper is to cast packet-switching problems in the

particular mathematical framework of sequential dynamical systems

(SDS). Such a formulation has the potential to shed new light on
networking in general, and routing at the networking layer in particular.

A standard metric for routing decisions is the hop-count, which is
useful in estimating the shortest path to the destination. In ad hoc (or
self-organized) networks with mobile radio transceivers, this metric is not
reliable at all times, and several routing protocols have been proposed to
alleviate this problem [3, 7]. However, hop-count is not sufficient to
guarantee effective forwarding decisions, and the IETF has suggested
that routing protocols should include additional metrics to become

congestion-aware. Some examples of these new metrics are maximum link

bandwidth, packet loss ratio, and link propagation delay. A limited
number of congestion-aware routing protocols have been proposed in the
literature [2, 4, 5, 12, 13, 15]. The common approach is to adopt an end-to-
end perspective in the spirit of TCP in that the perceived congestion is a

function of the states of all nodes along a path. In contrast, we study a

class of locally load-sensing protocols, and we are only aware of one paper
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that elaborates on similar ideas [14]. To our knowledge, this is a first
attempt to rigorously formalize these ideas.

In this paper, we simplify the analysis by assuming that all links are
static and perfectly reliable (or error-free) with zero delay. The network is

modeled as a simple, undirected graph, Y, in which we fix a source and

destination vertex S and D, respectively, and we study the flow of

(discrete) data-packets from S to D. We assume that packets can only be

transmitted from one vertex to another if they are adjacent in Y, i.e., only

Y-local transmission is possible. In particular, we investigate how our
protocols perform over grid graphs and random geometric graphs,
exemplified in Figure 1.

We will be interested in describing the dynamics of the queue sizes,
i.e., the number of packets located at the respective vertices. More

precisely, for fixed vertex v we will consider all queue-sizes of the packets

at v whose next hop-destination is the v-neighbor ,iv  individually. That

is, for fixed vertex we consider a multi-set (or vector) of queue-sizes. For

our purposes we will deal with unlabeled packets, i.e., our packets do not
contain routing information in their headers and cannot be addressed
individually. This ansatz implies that our routing procedure has to be
encoded in the vertex itself, which is possible, since we assume that all

packets have one (or more) fixed destination(s). Explicitly we will assume
that some large number of packets are injected into the network via the
source vertex and that the destination has enough capacity to receive all
data-packets. The source successively loads the network and after some
finite number of steps the system reaches an orbit in phase space. We will
study the time evolution of the system, in particular the time evolution of

the total number of packets located at the vertices, i.e., total load and

various other quantities, like for instance the throughput, i.e., the rate at
which packets arrive at the destination.

Our protocols will be defined within the framework of sequential
dynamical systems (SDS), as introduced in [6, 11]. This framework will
suggest a certain perspective on our investigations, like for instance to
study system dependence on the particular choice of the update schedule.
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(a)                                                               (b)

Figure 1. (a) Let 0Y  be the 1010 ×  grid graph in which all nodes

on the path 0p  (bold edges and vertices) have queue capacity

1000, while all other nodes have queue capacity 10. The source
and the sink are connected to the lower left and upper left
corners, respectively.

(b) Let 1Y  be a random geometric graph over 100 nodes with

diameter is 22. 1p  is a distance-30 path (bold edges and vertices)

from the source to the sink, along which all nodes have queue
capacity 1000. The remaining nodes all have queues that are
restricted to buffer at most 10 packets.

We will define SDS in detail in the next section. Intuitively an SDS is a
dynamical system generated by the composition of local, vertex-labeled

functions. Each of these local functions updates the state of vertex k and

the states of the vertices contained in the Y-subgraph ( )kYL  (which

contains at least the vertex k itself) as a function of the states of all

( )kYL -vertices. Related models, like for example, asynchronously

updated Boolean networks or asynchronous cellular automata (CA)
exclusively update the state of a single vertex based on the states of its
respective neighborhood. In the context of packet transmission protocols
it is evident that we need to update more than one vertex at the time,
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since the transmission of a packet simultaneously changes the queue-size
of the sending and receiving vertex. Brooks et al. [1] have provided
experimental evidence that CA can model UDP and TCP traffic. Although
their work inspired us, our focus is different in that we aim at analyzing
a novel class of congestion-aware routing protocols.

The paper is structured as follows: In Section 2 we introduce the
framework of L-local sequential dynamical systems. In Section 3 we then
specify our systems and define our data-transmission protocols as local
maps of SDS and proceed in Section 4 by presenting several paradigms of
the system dynamics induced by these protocols. Finally, we show in
Section 5 two instances of how SDS concepts can be used in order to
identify equivalence classes of dynamical systems. One instance is based
on a combinatorial structure w.r.t. the update schedule of SDS and the

other arises from a natural group action of ( ),YDAut  the subgroup of

Y-automorphisms, which fix the destination vertex D.

2. Sequential Dynamical Systems

Let Y be a loop-free, labeled, simple, undirected graph with vertex set

[ ] { }nvvY ...,,v 1=  and edge set [ ].e Y  A word over Y is a finite tuple

( ),...,,, 21 kwww  where [ ],v Ywi ∈  for ....,,1 ki =  We set

( ) { [ ] { } [ ]}.e,v,1 YvvvvYvv ijijjiY ∈∨=|∈=B (2.1)

Each vertex iv  has an associated state ,Kx
iv ∈  where K is some finite

domain and we call the n-tuple

( )
nvv xx ...,,

1

the system state. Let ( )ivd  be the vertex-degree of iv  in Y. Let further

[ ] { XXY |→v:L  is a subgraph of } ( )ii vvY La, (2.2)

and let ( )ivλ  denote the cardinality of the vertex set of the subgraph

( ).ivL  We set

( ) ( ).: ii
i

vv
v KKf λλ → (2.3)
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For each vertex [ ]Yvi v∈  we consider the sequence

( ) ( ),...,,,,...,,
211 rjsjisjsjj vvvvvviY xxxxxxvs

++
== (2.4)

where 1+< tt jj  and ( ).ij vv
h

L∈

We then introduce the map

[ ] ( ),: ivn
i KKv λ→proj

( ) ( ),...,,,,...,,...,,
211 rjsjisjjn vvvvvvv xxxxxxx

+
a              (2.5)

which projects into the states of ( )ivL -vertices. We now have the

compositum

[ ] ( ) ( )i
i

vn
iv KKxvf λ→:projo

and write

[ ] ( ) (( ))
rjsjisjjii vvvvvviv xxxxxfxvf ...,,,,...,,

21 +
=projo

( )....,,,,...,,
21 rjsjisjj vvvvv yyyyy

+
=

Via [ ]iv vf
i
projo  we now define the L-local map of ::, ,

nn
Yvi KKFv

i
→

( ) ( ),...,,
1, ni vvYv yyxF = (2.6)

where

( [ ] ( )) ( )





 ∈

=
.otherwise,

for,

h

hi

h
v

ihviv
v

x

vvxvf
y

Lprojo

In the following we will assume that

( ) ( ),iYi vv StarL = (2.7)

where ( )iY vStar  is the Y-subgraph with vertex set ( )[ ] ( )iYiY vv ,1v BStar =

and edge set ( )[ ] {{ } { } [ ]}.e,,e Yvvvvv jijiiY ∈|=Star
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Example. Let

.

34

21

vv

vv

Y =

Then we have

( ) 2141
__________ vvvvY =Star

( ) 4212
__________ vvvvY =Star

( ) 4323
__________ vvvvY =Star

( ) .__________
1434 vvvvY =Star

In case of ( ) ( ),iYi vv StarL =  the ( )ivL -local functions are of the form

( ) ( ) 11: +δ+δ → ii
i

vv
v KKf  and we have the ( )iY vStar -local maps

( ) ( ),...,,
1, ni vvYv yyxF = (2.8)

where

( [ ] ( )) ( )





 ∈

=
.otherwise,

for, ,1

h

hi

h
v

iYhviv
v

x

vvxvf
y

Bprojo

Now we are prepared to define an L-local SDS over a word [9, 10]:

Definition 1. Let ( )kwww ...,,1=  be a word, [ ] { }YXY <→v:L

and [ ],YF  be the mapping

[ ] ( ) [ ] ∏
=

=→
k

i
YwY

nn
Y i

FwKKW
1

, .,,,:, FF Map (2.9)

We call [ ]wY ,F  the L-local sequential dynamical system (SDS) (over Y

and w). In case of ( ) ( )iYi vv StarL =  we simply call [ ]wY ,F  an SDS. The

phase space of [ ]wY ,F  is the digraph [ ]wG Y ,F  with vertex set ( )ivi
xx =

and directed edges [ ] ( )( ).,, xwx YF
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We immediately observe that [ ]wG Y ,F  is a unicyclic digraph and we

call [ ]wG Y ,F -vertices contained in [ ]wG Y ,F -cycles the periodic points of

[ ]., wYF  We denote the set of periodic points of an SDS [ ]wY ,F  by

[ ]., wYFPer  We call two SDS [ ]wY ,F  and [ ]wY ′′ ,F  equivalent and write

[ ] [ ]ww YY ′′ ,~, FF  if and only if there exists a digraph-isomorphism

[ ] [ ],,,: wGwG YY ′′→ϕ FF (2.10)

i.e., we have the commutative diagram

[ ] nwn KK Y  → ,F

   ϕ                    1−ϕ   .

[ ] nwn KK Y  → ′′ ,F

3. SDS-specification of Transmission Protocols

In this section we will utilize the SDS framework described in Section

2 under the assumption ( ) ( )iYi vv StarL =  to introduce a data transmission

protocol as a local map of an SDS. The protocols will be able to route

dynamically, based on purely Y-local information and have static global

knowledge in form of the path-lengths in Y. That is, in addition to a priori

information about the distance to the destination vertex D the

transmission protocols are locally load-sensing.

3.1. Vertex and system states

Let

=ikq ,  the number of packets at vertex k with next location i,

( ) =km1  the maximal queue-size for packets located at vertex k,

( )( ) =ikm ,2  the maximal number of packets that can be transmitted

via an edge from k to i.

Without loss of generality we will assume that ( )km1  is the

cardinality of a finite field, K, i.e., we have ( ) ,1
mpkm =  where p is the
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characteristic of K. The state of a vertex k is the tuple

( ) ( ),1, kiikq S∈   where ., Kq ik ∈ (3.1)

That is, the state of a vertex is the collection of queues of packets that are
subject to be forwarded to its nearest neighbors at the next update step.
For instance we have for

,

___________

k

sji

Y =  

( ) ( ) ( )

( )jkik

jskjijsjjiki

qq

qqqqqq

,,

,,,,,,

,

____,,___________,

Accordingly, the state of the system is then tuple

( ){ } [ ]Ykiikki qq e,,, , ∈ (3.2)

since each edge { }ki,  gives rise to the two queues kiq ,  and ., ikq

3.2. α-maps

By construction, we cannot track individual packet identities. Once
“sorted” into the corresponding queues any two data-packets are virtually
identical. One consequence of this ansatz is that we need to create some
mechanism by which forwarded packets are distributed into the
corresponding queues of the receiving vertex. We will achieve this by

introducing the multi-set of vertex-indexed mappings, ( ) [ ].v Ykk ∈α

Let ( ) { ( )} ( ( ) )kiik tttiik
δ

== δ ...,,,...,,
111S  be the state of vertex k (i.e.,

the vector of queue-sizes) and ( ) ( )kjij
qq δ≤≤= 1  the vector of total queue-

sizes of the k-neighbors. Then an α-map at k, ,kα  is a mapping of the

form

( ) ( ) ( ),: kkk
k KKKK δδδ →××α

( ( ( ) ) ( ( ) )) ( ( ) )kk iiiikii hhqqtts
δδδ

...,,...,,,...,,,
111

a         (3.3)

with the property 
( )( )∑ ∑δ

=
δ
=

+≤
k

j
k

j ii jj
tsh

1 1
.  We may interpret an α-map

associated to a vertex k as to facilitate the distribution of packets sent to
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k into their respective queues. The map will factor in two types of

information: a priori global information (in form of the distance to the

respective destination vertex) and dynamic local information (in form of
the actual queue-sizes of the immediate neighbors, i.e., the vector

( ) ).jij
qq =

Suppose that m packets are being forwarded to k. In the following we

will define two α-maps. Obviously, k can receive at most

( )
( ) 











−= ∑
∈ kj

jk

Y

qkmmm
,1

,1,min~

S
(3.4)

packets. We introduce the function

( ) ( ) ( ) ,,,,,
kkk cba

gfk zygxfzyxH ⋅⋅= (3.5)

where f, g are monotone functions [ ] [ ]1,01,0:, →gf  such that

( ) ( ) 100 == gf  and ( ) ( ) 011 == gf  and kkk cba ,,  are positive constants.

Explicitly we will set for our experiments in Section 4:

( ) ( ) ( ) ( )yygxxf ⋅π=⋅π⋅β= 2,2 coscos   with .10 <β< (3.6)

We denote the relative distance to the destination D and the relative load

of vertex si  by

( ) ( ) ( ),diam,, YDidDid sYsY =∗  and ( )
( )

( ),1,

1

s
ij

jisY imqiq

s

s 












= ∑

∈

∗

S

respectively and

( ) ( ( ) ( ) ( ) ( )( )( )).,,,, 21, sssYsYYks ikmimiqDidHiw ⋅= ∗∗ (3.7)

Finally we normalize ( ) ( ) ( )( ) .
1







= ∑ ∈

∗
kjss jwiwiw S

The mapping :kα  We set

( ) ri iwmy
r

∗⋅= ~   and  
( )

∑
∈

−=∆
ki

i

j

j
ym

1

.~

S
(3.8)
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Without loss of generality, we may assume ,
1 jii yy ≥  ( )kj 1S∈  and

define





=∆+
≠

=
.1for,

1for,
ry

ry
s

r

r
r i

i
i (3.9)

Accordingly we have (note that ), rrr ikii qst =+

( ) ( ) ( ( ) ( ) ),...,,,,~,,
11 kk iiiikk tstsqtmqtm

δδ
++=α=α

and

( )
∑

∈

=
ki

i

Ys

s
ms

,1

,~

S
                                       (3.10)

where ( ) jij
qq =  with ( )∑ ∈

=
j jj ig gii qq

1
,S  is the vector of total queue-

sizes of the k-neighbors.

The mapping kα′ : Let now

( )











⋅













+= ∗∑ r

j
ii iwtmy
jr

~  and 
( )

∑∑
∈

−












+=∆

ki
i

j
i

j
jj

ytm
1

.~

S
(3.11)

Again, we may, without loss of generality, assume that 
1iy  is maximal

and define





=∆+
≠

=
.1for,

1for,
ry

ry
s

r

r
r i

i
i (3.12)

Accordingly we have

( ) ( ( ) )....,,,0,~,,
1 kj ii

j
ikk ssqtmqtm

δ
=














+α′=α′ ∑ (3.13)

3.3. Transmission protocols as local maps

We introduced local maps in Section 2. Since we have ( ) =ivL

( )iY vStar  (eq. (2.7)) a local map is a mapping
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[ ] [ ]YY
Yk KKF e2e2

, : →

with the property

( ) ( ),...,,1, mYk yyxF =  where 
[ ] ( )( ) ( )





 ∈

=
.otherwise,

for, ,1

h

Yhk
h

x

khxkf
y

Bprojo

For ( )ki 1S∈  we now consider

(( ){ } [ ]) ( )( ) ( ) ,,,,min, ,1,2e,,,












−=ξ=ξ ∑∈
j

jiikYshhsshii qimqikmqq (3.14)

i.e., the number of packets that k can actually send to its neighbor i. For

( )ki 1S∈  and ( ),1 ia S∈  we set

( )

( )
( ) ( )

( )
( ) ( )














∈

∈ξ+

=ξ−

=

∑
∑
∑ ∑

∈

∈

∈

.\for

for

for

~

11,

11,

,

1

1

1

kiaq

kiaq

kaq

q

ax xa

ax axa

ki i iik

a

SS

SS

S

S

S

I (3.15)

We now define the α-map-induced local map as follows:

( ( ))( )00,,, shshYk qF

( )

( ( ) ( ) ) ( ) ( )





∈=∈=ξα+

∈==ξ−
=

∈ .,for~,,

,for

1010,

100,

1
ijskihqtq

kiskhq

jiaaiiji

iik

SS

S

S
(3.16)

In other words, vertex k forwards in parallel data-packets to all its

neighbors. These then apply their corresponding α-mappings, taking into

account the forwarded packets sent from k.

One first observation w.r.t. SDS induced by YkF ,  is that they can

deadlock, i.e., produce a 0-packet throughput. In Figure 2 and Table 1 we

present an example of a system deadlock.
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Table 1. Analysis of the deadlock illustrated in Figure 2

F-protocol F ′ -protocol

 After queue y z x w y z x w

scheduling v z x y x y z w x ⋅ ⋅ v z x y x y z w x ⋅ ⋅

node x 0 10 0 0 0 8 0 0 0 0 0 0 10 0 0 0 8 0 0 0 0 0

y 0 0 0 10 0 8 0 0 0 0 0 0 0 0 10 0 4 0 4 0 0 0

z 0 10 0 0 0 8 0 0 0 0 0 0 10 0 0 0 4 0 4 0 0 0

v 0 10 0 0 0 8 0 0 0 0 0 0 10 0 0 0 4 0 4 0 0 0

w 0 10 0 0 0 8 0 0 0 0 0 0 10 0 0 0 4 0 4 0 0 0

Figure 2. Exemplification of system deadlock. All queues have a
capacity of 10 packets (with the exception of the source, which by

definition is full at all time instants). Node x and y have distances

21≥d  and 1+d  to the sink, respectively. By assumption we

schedule x first. (x) : since y is full it cannot forward any packets.

(y) : the 10 packets in y that are destined to z are all distributed

to sub-queue y of node z (after rounding) since x is full to 80% of

its capacity. (z) : z returns all 10 packets to node y, and now all

packets are being sent back to sub-queue z of node y (the packets

are “bouncing” between node y and z). (v) : source v cannot send

any packets since node y is full. (w) : there are no packets to send.
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We next define a local map which automatically avoids the build-up
of queues which cannot be processed. This local map is induced by the

mapping α′  (eq. (3.11)):

( ( ))( )00,,, shshYk qF ′

( )

( ) ( )( )
( ) ( )





∈=∈=





 +ξα

∈==ξ−
= ∑ ∈ ∈ .,for,~,0,

,for,

1010,

100,

1 1
ijskihqq

kiskhq

jij iaajiii

iik

SS

S

S S

(3.17)

Table 1 shows the local map F ′  resolves the deadlock of the SDS induced

by F.

4. Packet Routing Dynamics: Two Examples

In this section we present two examples of the system dynamics

induced by the network-protocol associated with the local map F. Rather
than providing an in-depth analysis, which will be subject of a

subsequent paper, the purpose of this section is to show that the F-
protocols have interesting and sometimes counterintuitive features.

By definition, the system dynamics is produced by iterating the
mapping

[ ] ( )
[ ] [ ]∏

=
σ →=σ

n

i

YY
YkY KKF

1

e2e2
, ,:,F (4.1)

where σ is some permutation of the Y-vertices. We furthermore set

( ) ( ) ( ) .22,,,,
kkk cba

gfk zyxzyxH ⋅⋅π⋅⋅π⋅β= coscos (4.2)

In our first experiment we consider the graph 0Y  of Figure 1. By

assumption the vertices on the path 0p  have buffers with queue-size

1000 and all others have buffer size 10. In Figure 3 we run two protocols.

The first protocol, P1, has the parameter combination ,1=ka  ,5=kb

,1=kc  and 8.0=β  and the second, P2, has parameters ,1=ka  ,0=kb

0=kc  and .8.0=β  The simulation shows that the performance of P1

strongly depends on the choice of schedule, i.e., the permutation σ
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according to which we execute the local data transmission. Furthermore
Figure 3 indicates that a rationally designed schedule, in this case the

one that updates the vertices of 0p  from source to sink, is not the best

choice in terms of data throughput. Finally, protocol P2 which can be

interpreted as some version of a shortest path protocol does perform
relatively poorly as it basically locks up the unique shortest path

connecting source and sink. In Figure 4 we display the activities of the
above two protocols, i.e., how many packets are being transmitted during
one system iteration (excluding the source destination pair). Here we
observe that the design and the best performing random schedule have
almost identical activities while another random schedules activity
decays after initially peaking. It appears that after the initial loading of
the system that particular schedule “freezes.” As expected P2 never

shows any high activity. In Figure 5 we monitor the load of the system,
i.e., the total number of packets in the network.

In our second experiment we consider the graph 1Y  of Figure 1. We

proceed in analogy to our first experiment and display, throughput

(Figure 6), activity (Figure 7), and load (Figure 8) for the two protocols P1

and P2. Here P1 has parameters ,1=ka  ,5=kb  ,1=kc  and ;8.0=β

and P2 is again the shortest path protocol with parameters ,1=ka  kb

,0=  0=kc  and .8.0=β  The key observation from Figure 6 is how

poorly the designed schedule performs. In analogy to the situation for 0Y

the designed schedule updates the nodes on the path 1p  from source to

sink. After an initial loading phase its throughput decays almost to the
level of poorly performing random schedules. It is accordingly not able to
maintain a high throughput. We can conclude from Figure 7 that all
three protocols exhibit similar activities. Despite the significant
performance differences all protocols transmit packets and do not
“freeze.” Only P2 has a distinctively lower activity. Finally, Figure 8
shows that random schedule 1 maintains its system load while the two
others decay after what seems to be an initial loading phase in which
both protocols exceed the load of random schedule 1. Despite the fact that
P2 exhibits very low activity, its load eventually exceeds the load of P1
with the designed schedule.
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Figure 3. Throughput of Protocol 1 (P1) for three different

update schedules, over 0Y  of Figure 1. P1 has the parameter

combination ,1=ka  ,5=kb  ,1=kc  and .8.0=β  For reference,

we have also plotted P2 with parameters ,1=ka  ,0=kb  ,0=kc

.8.0=β

5. Equivalence

In the following we show how to use the SDS-framework in order to
classify and categorize the system dynamics based on specific knowledge
of the underlying base graph. We will show how combinatorial properties

of the underlying base graph can be used in order to compute a priori

combinatorial equivalence classes of dynamical systems.

Our first equivalence result is a consequence of the fact that an SDS
is a composition product of local maps. We will start by observing that
any two local maps, indexed by vertices which have a sufficient

Y-distance commute. This will give rise to combinatorial equivalence
classes of the corresponding update schedules.
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Figure 4. Activity of P1 for three different update schedules, all

employed over .0Y  P1 uses the parameter combination ,1=ka

,5=kb  ,1=kc  and .8.0=β  Activity is defined as the number of

sent packets (aggregated over the whole network, excluding the
source/sink pair). For reference, we have also plotted P2 with

parameters ,1=ka  ,0=kb  .8.0,0 =β=kc

Figure 5. Load of P1 for three different update schedules, over

.0Y  P1 uses the parameter combination ,1=ka  ,5=kb  ,1=kc

and .8.0=β  Load is defined as the number of buffered packets

(aggregated over the whole network, excluding the source/sink
pair). For reference, we also present P2 with parameters

.8.0,0,0,1 =β=== kkk cba

Lemma 1. Let [ ]Yok v, ∈  with the property ( ) .4, >okdY  Then we

have

.,,,, YkYoYoYk FFFF oo =
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Figure 6. Throughput of Protocol 1 (P1) for three different

update schedules, over the random geometric graph 1Y  of Figure

1. P1 uses the parameter combination ,1=ka  ,5=kb  ,1=kc

and .8.0=β  For reference, we have also plotted Protocol 2 (P2),

for which ,1=ka  ,0=kb  ,0=kc  ,8.0=β  that is, P2 corresponds

to a shortest path protocol.

Proof. We have the following situation

.________________________

uj

otlk

vi

L

By construction the update function YsF ,  potentially alters the states of

all vertices contained in ( )sY,1B  and there exists no k-neighbor which is

adjacent to some o-neighbor. Therefore we obtain

YkYoYoYk FFFF ,,,, oo =

and the lemma follows.
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Figure 7. Activity of P1 for three different update schedules, over

.1Y  P1 has parameters ,1=ka  ,5=kb  ,1=kc  and .8.0=β  We

have also plotted P2 with .8.0,0,0,1 =β=== kkk cba

Figure 8. Load of P1 for three different update schedules, over

.1Y  P1 has parameters ,1,5,1 === kkk cba  and .8.0=β  We

have also plotted P2 with .8.0,0,0,1 =β=== kkk cba

Let ( )mii ...,,1  be a sequence of Y vertices. We will investigate in the

following the class of sequences which will induce one and the same SDS.
According to the above lemma we may transpose the local functions of

two vertices 1, +kk ii   that are successive in ( )mii ...,,1  if ( ) .4, 1 >+kkY iid

In view of this we introduce for fixed simple, undirected loopfree graph Y

the graph Y ′  as follows:

Definition 2. For given simple, undirected graph Y, let Y ′  be the
graph

[ ] [ ]YY vv =′
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[ ] { } ( ){ }.4,,e ≤|=′ jidjiY Y

We immediately observe that, if Y is a simple, undirected loop-free graph,

then Y ′  is also simple, undirected and loop-free. Let ( )miii ...,,1=
r

 and

( )....,,1 mjjj =
r

Definition 3. Let Y be a simple loopfree undirected graph. =mW

( )YmW  is the graph with vertex and edge set

[ ] ( ) [ ]{ }Yiii hmm v...,,v 1 ∈|=W

[ ] {{ } { } [ ] ,,e,;,e 11 ++ =∉∃|= kkkkm jiYiikji
rr

W

}.1,,,1 +≠==+ kkhjiji hhkk

We call two vertices ji
rr

,  equivalent and write (with explicit reference to

the graph Y)

( ) ( )mYm jjjiii ...,,~...,, 11 ==
rr

(5.1)

if and only if they belong to the same mW -component.

In the particular case of the update schedules that are permutations,

i.e., words of length n without repetitions let ( )YU  be the induced

subgraph of ,nW  i.e., two different permutations ( )YU( -vertices)

( ) ( )nn hhii ...,,,...,, 11  are adjacent iff (a) ,ll hi =  ,k≠l  1+k  and (b)

{ } [ ].e, 1 Yii kk ∉+

The following Theorem is proved in [8]. To keep the paper self-
contained we provide a full proof which requires some familiarity with

acyclic orientations, the directed graphs induced by them and graph

independence sets.

Theorem 1 [8]. Let X be a simple, undirected, loop-free graph. Then

we have the bijection

[ ] ( ).~: Xf XnX AcycS → (5.2)

Proof. We first claim that Xf  is well defined. To prove this it suffices

(using induction on the length of a ( )XU -path) to consider two
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permutations π′π,  that are adjacent in ( ).XU  By definition the latter

differ only by the transposition of two consecutive coordinates, { }sr ii ,

that are not extremities of a X-edge, whence

[ ]( ) [ ]( ).π′=π XX ff

Therefore we have a well-defined mapping

[ ] ( )Xf XnX AcycS →~:

and it remains to show that Xf  is bijective. Let XO  be an acyclic

orientation of X. Then XO  can be represented as a tuple of

X-independence sets ( ),...,,1 kII  where 1I  is the set of all XO -sources

and hI  is the set of X-vertices that have the maximum distance h in an

XO -directed path from a vertex contained in .1I  Suppose =hI

{ ( ) ( )},...,,1 h
hh ii l  such that ( ) ( ) ....,,1,1 khii h

hh =<< lL  It is straightforward

to verify that

 ( ) [ ] ( ) [( ( ) ( ) ( ) ( ) )]XkkXXXnX
kiiiigXg ll ...,,...,,...,,~Acyc: 1

1
1

1
1=→ OS (5.3)

is a well-defined mapping with the properties

( ) ( ) ( ) ( ) ,id,,,id,, == XgXfXfXg oo

whence Theorem 1.

Our next result, Theorem 2, deals with a different type of phase space
relation. Here we have not identical SDS anymore but two SDS with

isomorphic phase space digraphs. The key feature for the validity of eq.

(5.4) below is the fact that our local functions YkF ,  update the states of

the ( )kY,1S -vertices in parallel. This fact allows for the action of graph

automorphisms which will typically permute ( )kY,1S -vertices. Not all

automorphisms will be considered, though: an additional constraint

arises from the fact that the α mappings depend on the path to the fixed

destination, D. Accordingly, we restrict ourselves to the subgroup

( ),YDAut  consisting of all elements that fix D.
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Theorem 2. The automorphism group ( )YAut  acts naturally on the

states ( ) ikikq ,,  via

( ) ( ) ( ( ) ( ) ).; 11 ,, ikik qqY −− γγ
=γ∈γ∀ Aut (5.4)

Let ( )YDAut  be the subgroup of ( )YAut  consisting of all elements that fix

the vertex D. Then we have

( ) ( ) ( ) YkYkYkYkD FFFFY ,
1

,,
1

, ,; γ
−

γ
− ′=γ′γ=γγ∈γ∀ ooooAut (5.5)

and accordingly

( ) [ ] [ ]σγσ∈σ∈γ∀ o,~,;, YYnD Y FFSAut  and [ ] [ ].,~, σγ′σ′ oYY FF (5.6)

Proof. In order to compute the RHS of eq. (5.5) we set

( ) ( ( ) ( ) )hhjj qq γγγ = ,11

r

( ) ( ( ) ( ) )hhjj dd
qq ′′γγγ −−

= ,11

r

( ) ( ( ) ( ) )hhjj dd
qq ′′′′γγγ = ,

r

( ) ( ( ) ( ) ( ) ( ) ( ) ( ) ).,...,, ,,, 11 dd jkjkjkk qqqq γγγγγγγ −
=

r

Since ( ),YAut∈γ  we have the following situation

(5.7)

Now ( ) ( ( ) ( ) )ikik qq 11 ,,
1

γγ
−

−=γ  implies that the state values of the vertices

in ( )( )kY γStar  are mapped into the state values of the vertices contained

in ( ),kYStar  as follows:
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(5.8)

According to eqs. (3.16) and (3.17) the local mappings YkF ,  and YkF ,′  are

given by

( ( ))( )00,,, shshYk qF

( )

( ( ) ( ) ) ( ) ( )





∈=∈=ξα+

∈==ξ−
=

∈ .,for~,,

,for

1010,

100,

1
ijskihqtq

kiskhq

jiaaiiji

iik

SS

S

S

( ( ))( )00,,, shshYk qF ′

( )

( ) ( )( )
( ) ( )








∈=∈=





 +ξα

∈==ξ−

= ∑ ∈ ∈ .,for~,0,

,for

1010,

100,

1 1
ijskihqq

kiskhq

jij iaajiii

iik

SS

S

S S

By construction the mapping sα  depends on (a) the states of the vertices

contained in ( )s1S  (eq. 2.7) and (b) the length of paths from s to the

destination D. By assumption, ( )YDAut∈γ  fixes the vertex D and hence

there exists a one-to-one correspondence between the paths from s to D

and the paths from ( )sγ  to ( ) .DD =γ  Furthermore we observe

( ) ( ) ( ) ( )( ) ( )( ).1111 skaska γγ∈γ⇔∈ SSSS II

In view of eq. (5.8) we can conclude

( ) { } ( ) ,;...,,; 1
,,1

−
γ γγ=∈∈γ∀ oo YkYkdD FFjjsYAut

( ) ,1
,,

−
γ γ′γ=′ oo YkYk FF

whence Theorem 2.
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