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Abstract

The concept of progressive credit period given by supplier for settling the

account is as follows: If the retailer settles outstanding amount by M,

then the supplier does not charge any interest. If the retailer pays after

M but before ( ),MNN >  then the supplier charges the retailer an

unpaid balance at the rate .
1cI  If retailer settles the account after N,

then he will have to pay an interest rate of ( ).
122 ccc III >  Here an

attempt is made to develop mathematical model, when units in

inventory are subject to constant rate of deterioration and supplier

provides two progressive credit periods. An easy-to-use algorithm is

given to find the optimal solution to the presented mathematical

formulation.
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1. Introduction

In practice, the credit period offered by the supplier is advantageous

in two folds: viz (i) it encourages retailers to buy more and attracts new

retailers; and (ii) it is the best substitute to price discounts. Brigham [3]

denoted credit period as “net 30”, i.e., the supplier offers a retailer a delay

period of 30 days for settling the account.

Goyal [6] gave mathematical model when the supplier offers the

retailer a permissible delay period in settling the account. Shah [12, 13,

14] and Aggarwal and Jaggi [1], then extended Goyal’s model for

exponentially deteriorating items. Jamal et al. [8] gave generalized model

to allow for shortages. Hwang and Shinn [7] developed optimal pricing

and lot-sizing for the retailer under the scheme of permissible delay in

payments. Liao et al. [10] considered an inventory model for stock

dependent demand rate when a delay in payments is permissible. Chang

and Dye [4] considered backlogging rate to be inversely proportional to

waiting time in Jamal et al. 1997’s model. Other related articles are by

Arcelus et al. [2], Chang et al. [5], Jamal et al. [9], Sarker et al. [11],

Shah [13, 14] and Teng [15].

This article deals with an EOQ model when units in inventory are

subject to constant rate of deterioration and supplier offers two

progressive credit periods to the retailer to settle the account. An

algorithm is given to explore computational flow.

2. Assumptions and Notations

The following assumptions are used to develop aforesaid model:

• The inventory system deals with single item.

• The demand of R-units for an item is constant during the cycle time.

• Shortages are not allowed and lead-time is zero.

• Replenishment is instantaneous. Replenishment rate is infinite.

• The units inventory deteriorate at a constant rate (say), ,10, <θ≤θ

during the cycle time.
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• The deteriorated units can neither be repaired nor replaced during
the period under review.

• If the retailer pays by M, then supplier does not charge to the

retailer. If the retailer pays after M and before ( ),NMN <  then he

can keep difference in unit sale price and unit cost in an interest

bearing account at the rate of eI  per unit per year. During [ ],, NM

the supplier charges the retailer an interest rate of 
1cI  per unit per

year. If the retailer pays after N, then supplier charges the retailer

an interest rate of 
2cI  per unit per annum with .

12 cc II >

The mathematical development of the model is under following
notations:

• R : the demand rate per annum.

• h : the inventory holding cost per unit per year excluding
interest charges.

• p : the selling price per unit.

• C : the unit purchase cost, with .pC <

• M : the first permissible credit period in settling the account
without any extra charges.

• N : the second permissible delay period in settling the account

with an interest charge of 
1cI  and .MN >

•
1cI : the interest charged per $ in stock per year by the supplier

when the retailer pays after M but before N.

•
2cI : the interest charged per $ in stock per year by the supplier

when the retailer pays after N.

• eI : the interest earned per $ per year.

• A : the ordering cost per order.

• Q : the procurement quantity (a decision variable).

• T : the replenishment cycle time (a decision variable).
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• ( )tQ : the on-hand inventory level at time ( ).0 Ttt ≤≤

• ( )TD : the number of units deteriorated during the cycle time T.

• ( )TK : the total inventory cost per time unit which is sum of:

(a) ordering cost; ,OC  (b) inventory holding cost (excluding

interest charges); ,IHC  (c) purchase cost; ,PC  (d) interest

charges; ,IC  for unsold items after the allowable delay period

M or N, minus (e) interest earned from the sales revenue

during the permissible delay period [ ].,0 M

3. Mathematical Formulation

The on-hand inventory depletes due to demand and deterioration of

units at a constant rate θ. The instantaneous state of inventory at any

time t is governed by the differential equation

( ) ( ) TtRtQ
dt

tdQ ≤≤−=+ 0, (1)

with the boundary condition ( ) QQ =0  and ( ) .0=TQ  The solution of

equation (1) is given by

( ) ( ( ) ) TteRtQ tT ≤≤−
θ

= −θ 0,1 (2)

and the procurement quantity is

( ).1−
θ

= θTeRQ (3)

The components of total inventory cost of the system per time unit are as
follows:

(a) ordering cost;

,
T
AOC = (4)

(b) inventory holding cost;

( ) ( ),1
0 2∫ −θ−

θ
== θ

T
T Te

T

hRdttQ
T
hIHC (5)
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(c) purchase cost;

( ).1−
θ

= θTe
T

CRPC (6)

The computations of interest charged and interest earned depend on

the length of cycle time T. There are three possibilities:

Case 1. .MT ≤

Case 2. .NTM <<

Case 3. .NT ≥

Now, we discuss each case in detail.

Case 1. .MT ≤

Figure 3.1

Here, the retailer sells Q-units in cycle time T and is paying CQ to

the supplier in full at time .TM ≥  So interest charges are zero, i.e.,

.0
1
=cI (7)

During [ ],,0 T  the retailer sells products at price p per unit and deposits

the revenue into an interest earning account at the rate of eI  per $ per

year. In the period [ ],, MT  the retailer only deposits the total revenue

into an account that earns eI  per $ per year. Hence, interest earned per

unit time is

( ) .
20

1 




 −=








−+= ∫ TMRpITMRTRtdt

T
pI

IE e

T
e (8)
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Using (4)-(8), the total cost of an inventory system per time unit is
( ) .111 IEICPCIHCOCTK −+++= (9)

The optimum value of 1TT =  is the solution of non-linear equation

( )
( )

T

hRehR
ReC

RpI
dT

TdK

T
T

e θ
+

θ

θ−θ
−

+=

θ
θ

21
2

( ) ( )

.0

11

2

2
=θ

−+
θ

−−−
+

θθ

T

ehReCR
A

TT

(10)

The obtained 1TT =  minimizes the total cost because

( )
T

RehRCR

dT

TKd TT θθ +θ=
2

1
2

( )

2

2
2

T

RehhRehR
ReC

TT
T

θ
−

θ
−

θ

θ−θ
+−

+

θθ
θ

( ) ( )

.0

1
2

1
22

3

2
T

T

ehReCR
A

TT

∀>θ

−
−

θ
−

+
+

θθ

(11)

Case 2. .NTM <<

Figure 3.2

Here, interest earned, ,2IE  during [ ]M,0  is == ∫
M

e RtdtpIIE
02

.
2

2RMpIe
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Buyer has to pay for Q-unit at time 0=t  at the rate of C $ per unit

to the supplier up to time M, the retailer sells RM-units and has pRM

plus interest earned 2IE  to pay the supplier. Depending on the

difference between the total purchase cost; CQ, and the revenue;

,2IEpRM +  two sub-cases may arise:

Sub-case 2.1. Let .2 CQIEpRM ≥+

Here, the retailer has sufficient amount in his account to pay off total
purchase cost at M. Then interest charges,

01.2 =IC (12)

and interest earned,

.
20

2

1.2 ∫ ==
M

ee
T
RMpI

Rtdt
T
pI

IE (13)

Therefore, the total cost of an inventory system per time unit is
( ) .1.21.21.2 IEICPCIHCOCTK −+++= (14)

The optimum value of 1.2TT =  is a solution of non-linear equation

( )
( )

T

hRehR
ReC

dT
TdK

T
T

θ
+

θ

θ−θ
−

=

θ
θ

21.2

( ) ( )

0
2

11

2

2

2
=

+
θ

−
+

θ
−

−−
+

θθ

T

RMpIehReCR
A e

TT

(15)

and 1.2TT =  minimizes the total cost 1.2K  of an inventory system

because

( )
T

RehRCR

dT

TKd TT θθ +θ=
2
1.2

2

( )

22

2

T

RehReC

T

hRehR
ReC

T
T

T
T

θ
−−

+
θ

+
θ

θ−θ
−

−

θ
θ

θ
θ

( ) ( )

.0
2

11

2
3

2

2
T

T

RMpIehReCR
A e

TT

∀>
+

θ

−
+

θ
−

−−
−

θθ

(16)
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Sub-case 2.2. Let .2 CQIEpRM <+

In this case, the retailer does not have sufficient money in his account

to do payment at given permissible credit period, M, then supplier

charges retailer on the unpaid balance, [ ]21 IEpRMCQU +−=  at the

interest rate 
1cI  at time M, therefore interest charges; 2.2IC  per time

unit is

( )∫=
T

M

c dttQ
pRT

IU
IC

2
1

2
1

2.2

 
( ) ( )







θ

θ+−








−−

θ
−

=
θ

2

2
2 1

2
11

1

RT
IRMpIpRM

eCR
ce

T

 
( ( ) )

pRT
RMe MT






θ

θ++
+−θ−

2
(17)

and interest earned,

.
20

2

2.2 ∫ ==
M

ee
T
RMpI

Rtdt
T

pI
IE (18)

Therefore, the total cost of an inventory system per time unit is

( ) .2.22.22.2 IEICPCIHCOCTK −+++= (19)

The optimum value of 2.2TT =  can be obtained by solving non-linear

equation

( ) ( ) ( )
Tp

eehRC

T

TeRC

T

ApIeRM
dT

TdK TTT

222

2
2.2 1

2

2

θ

+++
θ

−+−=
θ−θθ

( ( ) )

Tp

ReCTMeIU TMT
c

2
1 12

1

θ

θ++θ−−
−

θ−θ

( ( )( ) )
0

11
2

2
1 1 =

θ

θ−+−θ
+

−θ

Tp

MTeIU MT
c

(20)
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with suitable iterative method. The sufficiency condition is

( )
23

2

2
2.2

2 22

T

ReC

T

pIeRMA

dT

TKd Tθ
−−=

( ) ( ) ( ( ) )
323

11212

T

TehR

T

eCR
T

hCRe TTT

θ

−θ−
+

θ

−
++θ+

θθθ

( ( ) ) ( )

Tp

UReCTMeIReC TMT
c

T

2
112

1

θ

θ+θ++θ−−
−

θ−θθ

( ) ( ( )( ) )
32

11 1142
1

Tp

MTeUReCIU MTT
c

θ

θ−+−θ−
+

−θθ

( )
.01

2
1

T
pT

eIU MT
c ∀>+

−θ

(21)

Case 3. .NT ≥

Figure 3.3

We proceed as Case 2. Total purchase cost of Q-units is CQ, the

amount of money in retailer’s account at M is .
2

2RNpI
pRM e+  The

following three sub-cases arise:

Sub-case 3.1. Let .2 CQIEpRM ≥+

This sub-case is same as Sub-case 2.1.
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Here, interest charges,

01.3 =IC (22)

and interest earned,

.
20

2

1.3 ∫ ==
M

ee
T
RMpI

Rtdt
T

pI
IE (23)

Therefore, the total cost of an inventory system per time unit is

( ) .1.31.31.3 IEICIHCPCOCTK −+++= (24)

Sub-case 3.2. Let CQIEpRM <+ 2  and

( ) ( ) ( ).
2 2

22
IEpRMCQ

MNRpI
MNpR e +−≥

−
+−

Here, retailer does not have enough money in his account to settle

the payment at time M but he can do it before or at N. At M, retailer

pays 21 IEpRM +  and supplier charges for the unpaid balance =1U

( )2IEpRMCQ +−  with interest rate .
1cI  This situation is same as Sub-

case 2.2. The total cost ( ),2.3 TK  of an inventory system per time unit is

( ) .2.31.32.3 IEICIHCPCOCTK −+++= (25)

Sub-case 3.3. Let CQIEpRM <+ 2  and

( ) ( ) ( ).
2

2
12 IEpRMCQ

MMRpI
MNpR e +−<

−
+−

Here, retailer does not have money in his account to pay off total

purchase cost at time N, he pays 2IEpRM +  at M and ( ) +− MNpR

( )22
2

MN
RpIe −  at N. Here, retailer will have to pay interest charges on

the unpaid balance ( )21 IEpRMCQU +−=  with interest rate 
1cI  during

[ ]NM ,  and unpaid balance,

( ) ( )





 −+−−= 22

12 2
MN

RpI
MNpRUU e
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with interest rate 
2cI  during [ ]., TN  Hence total interest payable per

time unit is

( )
( )∫+

−
=

T

N
c

c dttQI
pRT
U

T

MNIU
IC

2
1

2
21

3.3 (26)

and interest earned,

.
20

2

3.3 ∫ ==
M

ee
T
RMpI

Rtdt
T

pI
IE (27)

Therefore the total cost of an inventory system per time unit is

.3.33.33.3 IEICIHCPCOCK −+++= (28)

The first order condition for ( )TK 3.3  to be minimum is

( ) ( )
22

2
3.3 1

2

2

T

CRTReC

T

ARMpI
dT

TdK T
e

θ

+−θ+
−

=
θ

( ( ) ) ( ) ( )
T

MNIReC

T

MNIU

T

TehR c
T

cT −
+

−
−

θ

+−θ
+

θθ
11

2
1

22
11

( ( ) )

Tp

ReCTNeI TTN
c

2

11%2
2

θ

θ−−θ+
+

θ−θ−

( ( )( ) )
0

111%
22

2
2 =

θ

+θ−−θ
+

−θ−

Tp

NTeI TN
c

 ( ) ( )









 −
−−−=

2
1%

22

1
MNRpI

MNpRU e (29)

and the sufficiency condition is

( ) ( )
23

2

2
3.3

2 22

T

TReC

T

RMpIA

dT

TKd T
e −θ+

−
=

θ

( ) ( ( ) )
323

11212

T

TehR
T

Reh

T

eCR TTT

θ

−θ−
++

θ

−
+

θθθ



w
w

w
.p

ph
m

j.c
om

HARDIK SONI and NITA H. SHAH12

( ) ( ) ( )
23

1 22
11

T

TMNIReC

T

MNIU c
T

c −−
+

−
+

θ

( ( ) ) (( ) )
32

22 1%12
2

Tp

ReCTNeI TTN
c

θ

+θ−−θ+
+

θ−θ−

( ( ) ) ( ) ( )

pT
eI

Tp

CRTeeI TN
c

TTN
c

−θ−θ−θ−

+
θ

−−
+ 22

2

2

1%1%211%2

( ( )( ) ) ( )
,0

2111%2
22

2 T
Tp

TReCNTeI TTN
c ∀>

θ

−θ+θ−−θ
+

θ−θ−

where

( ) ( )
.

2
1%

22

1 








 −
−−−=

MNRpI
MNpRU e (30)

In the next section, we present computational algorithm to search for

optimal solution.

4. Computational Algorithm

• Step 1. Given parametric values of ,,,,,,,
21

pCIIIhR ecc  M, N in

proper units.

• Step 2. Compute 1TT =  from (10).

If ,1 MT ≤  then find ( )11 TK  using (10) and go to Step 3.

Otherwise,

If ,NTM <<  then

If CQ
RMpI

pRM e ≥+
2

2

Then compute 1.2TT =  from (15)

and ( )1.21.2 TK  from (14). Go to Step 3.
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Otherwise

Compute 2.2TT =  from (20)

and ( )2.22.2 TK  from (19). Go to Step 3.

Otherwise

If CQ
RMpI

pRM e ≥+
2

2

Then compute 1.3TT =  from (15)

and ( )1.31.3 TK  from (14). Go to Step 3.

Otherwise

If CQ
RMpI

pRM e <+
2

2
 and

( ) ( )
2

2MNRpI
MNpR e −

+−











+−<

2

2RMpI
pRMCQ e

Then compute 2.3TT =  from (20)

and ( )2.32.3 TK  from (25). Go to Step 3.

Otherwise

Compute 3.3TT =  from (29) and ( )3.33.3 TK

from (28). Go to Step 3.

• Step 3.

( ) { ( ) ( ) ( ),,,mini 2.22.21.21.211 TKTKTKTK =

( ) ( ) ( )}3.33.32.32.31.31.3 ,, TKTKTK

and corresponding optimum T and Q.
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5. Theoretical Results

Proposition 5.1. For ( )TKMT 1,≤  is minimum.

Proof. 
( )
2

1
2

dT

TKd
 given by equation (11) is non-negative for all .MT ≤

Proposition 5.2. For ,MT ≤  ( )TK1  is decreasing function of

allowable credit period M.

Proof. 
( )

.01
2

<−= RpI
dM

TKd
e

Proposition 5.3. For ,NTM <<  if ,2 CQIEpRM >+  then

( )1.21.2 TK  is minimum otherwise ( )2.22.2 TK  is minimum.

Proof. Clearly, from equation (16), 
( )

.0
2
1.2

2
>

dT

TKd
 Otherwise from

equation (21), 
( )

.0
2
2.2

2
>

dT

TKd

Proposition 5.4. For ( )TKNTM 1.2,<<  ( )( )TKor 2.2  is decreasing

function of credit period M, for all T.

Proof. 
( )

T
T
RMpI

dM
TdK e ∀<−= ,01.2  and

( ) ( ( ) ) ( )
T
RMpI

T

MRIRTMeIU

dM
TdK ee

MT
c −

θ

−−θ++θ−
−=

−θ

2
12.2 12

1

( ( ) )
.,0

2

2
1 1 T

Tp

eIU MT
c ∀<

θ

θ−θ
−

−θ

Proposition 5.5. For ,NT >  ( )TK 2.3  is minimum if 2IEpRM +

CQ<  and

( ) ( ) ( )2
22

2
IEpRMCQMN

RPI
MNpR e +−≥−+−
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and ( )TK 3.3  is minimum if

( ) ( ) ( ).
2 2

22 IEpRMCQMN
RpI

MNpR e +−<−+−

Proof. Obvious from equations (20) and (27).

Proposition 5.6. For ,NT >  ( )TK 2.3  and ( )TK 3.3  are decreasing

functions of M. Also ( )TK 3.3  is increasing function of N.

Proof.

( ) ( ( ) ) ( )

T

MRIRTMeIU

dM
TdK e

MT
c

2
12.3 12

1

θ

−−θ++θ−
−=

−θ

( ( ) )
,,0

2

2
1 1 T

Tp

eIU

T
RMpI

MT
ce ∀<

θ

θ−θ
−−

−θ

( ) ( ) ( )
T

MNIRMpIpR

dM
TdK ce −+

−= 13.3

,011 <−−
T
RMpI

T

IU ec

( ) ( )
,

2
1%

22

1 








 −
−−−=

MNRpI
MNpRU e

( ) ( ( ) ) ( )

T

RNIRTNeI

T

IU

dN
TdK e

TN
cc

2
13.3 11%2

21

θ

−θ−−θ+
+=

−θ−

( ( ) )
0

1%
2

2
2 >

θ

θ+θ−
+

−θ−

Tp

eI TN
c

( ) ( )
.

2
1%

22

1 








 −
−−−=

MNRpI
MNpRU e

6. Conclusion

In this paper, an attempt is made to come up with mathematical
formulation and analytic theoretical results. When supplier offers
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progressive credit periods, if retailer could not pay his unpaid balance,
when units in inventory system are subject to constant rate of
deterioration. The computational easy-to-use algorithm is given to search
for optimal policy.

The derived model can be extended to a two parameter Weibull
distribution. It can be extended by taking different forms of demand
functions and other things.
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