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Abstract 

This paper introduces the notion of extended smoothness (which 
includes usual smoothness), constructs extended smooth splines, 
defines the necessary and sufficient conditions for uniqueness and the 
embedding of the spline spaces pointed out. Extended smoothness, 
introduced here, also considers irregular splines. As an application of 
the mentioned results, the necessary and sufficient conditions for the 
embedding of spline spaces are obtained under given condition of 
maximum smoothness (in the usual sense) for minimal ϕB -splines of 

mth order. Here two sorts of spline spaces of the first order with 
irregular generating functions are also analyzed. 

1. Introduction 

Smoothness of splines is important for the recovery of differentiable 
functions, for the smoothing of discrete data and so on (see [1, 2, 4, 8, 9, 14, 
17]). It is well known (see, for example, [2]) that the maximum smoothness 
of polynomial splines of degree m (of which support of their basic splines 
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consists of 1+m  grid interval) is .1−m  Maximum smoothness of non-
polynomial splines has only been discussed in a few papers (for instance, see 
[8, 9]). 

Another question is the embedding of the function spaces. It is very 
important for construction of wavelet decomposition (see [3, 5-7, 10-17]). 
There are well known investigations of embedding for spaces connected with 
an equidistant grid (see [3, 5-7]). In the case of irregular grid the embedding 
of polynomial splines was investigated earlier. 

There are many difficulties for investigations of the embedding of non-
polynomial spline spaces (see [8, 9]). The conditions of embedding have 
been investigated in some situations (see [14]). Specifically, the embedding 
of spaces of smooth polynomial splines and the corresponding wavelet 
decompositions on infinite embedded grids were studied in many works (cf., 
for example, [10-15] and the references therein). It is important to investigate 
the embedding of spline spaces in the case of embedding of corresponding 
spline grids. Such grids can be enlarged by removing grid points one at a 
time (see [16-19]). Such considerations are based on approximate relations, 
owing to which it is possible to obtain wavelet decompositions of spline 
spaces with different level of smoothness and such that their approximate 
properties are asymptotically optimal with respect to the N-width of standard 
compact sets. The original numerical flow is regarded as a sequence of 
coefficients of decomposition with respect to the coordinate splines in the 
space constructed on the original (fine) grid (see [19-21]). This space is 
projected onto the embedded spline space (on an enlarged grid). As a result, 
we get a grid obtained by splitting the original numerical information flow 
into basic flow (formed by coefficients of decomposition relative to the 
coordinate splines of the embedded space) and wavelet numerical flow, 
which can be used to restore original numerical flow. 

For singular numerical flow (i.e. numerical flow with quick variability), 
it is important to have irregular grid, non-polynomial approximation and 
non-smooth spaces. 

The aim of this paper is to formulate the notion of extended smoothness 
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(which includes the usual smoothness), to construct extended smooth splines, 
to define the necessary and sufficient conditions for uniqueness and 
embedding of the spline spaces pointed out. Extended smoothness, 
introduced here, let us consider irregular splines. As an application of the 
mentioned results we obtain necessary and sufficient conditions for 
embedding of spline spaces, and give such conditions of maximum 
smoothness (in the usual sense) for minimal ϕB -splines of mth order. We 

also analyze two sorts of spline spaces of the first order with irregular 
generating functions. 

2. Spaces ( )ϕ,, AX -spines of the Order m 

We will now discuss sequence A of vector columns ;1+∈ m
i Ra  sequence 

A of the vectors is called a chain (of the vectors )., Z∈iia  

There are many enumerations of the vectors in chain A, they are 
distinguished by a constant integer number and by the direction of 
numbering; for example, if 0j  is a constant integer, then A  { } Z∈′′ jja  for 

0jjj +−=′  is another numeration of the same chain. 

Chain A  { } Z∈iia  is known as locally orthogonal to chain B  

{ } ,Z∈jjb  if such numeration exists, for which 

 ;,,0 mpj
T
j Ipj ∈∀∈∀=− Zab  (2.1) 

here mI  { }....,,2,1 m  

Lemma 1. If chain A is locally orthogonal to chain B, then chain B is 
locally orthogonal to chain A. 

The proof is evident. 

Thus, local orthogonality is symmetrical. Therefore in the discussed 
situations, chains A and B can be called locally orthogonal (to each other). 

The chain is called a singular chain if there is a zero vector among 
vectors of the chain; the other chains are called nonsingular chains. 
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Let jA  ( )jjmjmj aaaa ,...,,, 11 −+−−  be a square matrix. 

Chain A with property Z∈∀≠ jAj ,0det  is called a complete chain. 

It is clear that the complete chain is nonsingular. 

Let A  be the class { }.,0det Z∈∀≠| jAjA  

Lemma 2. If chains A  { } Z∈iia  and B  { } Z∈jjb  are locally 

orthogonal and nonsingular, then chain A is complete if and only if chain B 
is complete. 

Proof. Suppose that chain B is complete. We prove that A is complete 
with proof by contradiction. Thus if A is not complete, then there exists j 
such that the representation mjmjjj ccc −−− +++= aaaa "2211  is true; 

here ....,,, 1
21 R∈mccc  Taking into account (2.1), we obtain 

 .0=j
T
j ab  (2.2) 

Using the condition of local orthogonality (2.1) once again, we have 

 .,0 mj
T

pj Ip ∈=+ ab  (2.3) 

By relations (2.2) and (2.3), we get ;0=ja  the last one contradicts 

completeness of chain A. ~ 

Lemma 3. If chains A  { } Z∈iia  and B  { } Z∈jjb  are complete and 

the relation (2.1) is true, then 

 .0,0 1 ≠≠ ++ j
T

mjj
T
j abab  (2.4) 

Proof. The first relation in (2.4) can be proved by contradiction: if the 
number j exists, by which (2.2) is fulfilled, then taking into account the 
formulae (2.3), we obtain ;0=ja  the last one contradicts the completeness 

of chain A. The proof of the second assertion can also be obtained by 
contradiction. ~ 

Lemma 4. For arbitrary complete chain A there exists the nonsingular 
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chain B, which is locally orthogonal to A; the directions of vectors for the 
last one are defined uniquely. 

Proof. Let { } Z∈= jjaA  be a complete chain. Fixing the integer k, we 

find vector kb  satisfying to conditions 

 .,0 mpk
T
k Ip ∈=−ab  (2.5) 

The conditions (2.5) can be represented as a linear system as to unknown 
vector :kb  

 ( ) .0...,,, 11 =−+−− k
T

kmkmk baaa  (2.6) 

Using the completeness of chain A, we see that vectors ,, 1+−− mkmk aa  

1..., −ka  are linear independent. Consequently system (2.6) has the unique 

(up to constant multiplier) solution ,kb  which can be defined, for example, 

by the identity 

( ).,...,,,det 11 xaaaxb −+−−≡ kmkmk
T
k  

That concludes the proof. ~ 

Corollary 1. For the arbitrary complete chain A, there exists chain B, 
which is locally orthogonal to A; the vectors of chain B are defined up to 
constant multipliers. 

Proof. The assertion follows from Lemmas 2 and 4. ~ 

We discuss grid X  { } ,Z∈jjx  

α<<<< − ;: 101 …… xxxX  β
−∞→

,lim jj
x  jj

x
+∞→

lim  

in the interval ( )βα,  with finite values α and β. 

Let jU  be a linear space of functions defined on a real interval 

( ),, 1+jj xx  ,Z∈j  let U be the direct production of the spaces ,jU  

U  .j
j

U
Z∈
⊗  
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By definition, put 

M  ( ) jjjj Sxx ,, 1+∈Z∪  [ ] kmjj Jxx ,, 1++  { }....,, kmk −  

Let ( )tϕ  be 1+m -component vector function (column vector) with 

components ( )tii ϕ=ϕ  belonging to U, { }....,,2,1,0 mi ∈  

If ,A∈A  then the approximation relations 

 ( ) ( ) ( )∑
∈′

′′ =ω∈∀ϕ≡ω
Zj

jjj tMttt 0,,a  for ,, Z∈∀∉ jSt j  (2.7) 

uniquely define the functions ( ) .,, Z∈∈ω jMttj  

If t is a fixed number in an interval ( ),, 1+kk xx  then relations (2.7) 

contain no more than 1+m  nonzero summands: 

 ( ) ( )∑
−=

ϕ≡ω
k

mkj
jj tt ;a  (2.8) 

under the aforementioned t the relations (2.8) are discussed as a system of 
linear algebraic equations as to unknown ( ).tjω  

Using Cramer’s rule and arbitrary fixing Z∈j  in relations (2.8), we 

successively discuss ;...,,2,1, mjjjjk +++=  as a result we have 

( )
({ } ( ))

({ } )
k

k

Jjj

j
jjJjj

j
t

t
∈′′

≠′∈′′ ϕ|′|
=ω a

a
det

det ,  for ( ) ;,, 1 mkk Jjkxxt ∈−∈ +  (2.9) 

here the columns of determinants for numerator and denominator are 

uniformly ordered, and a symbol ( )tjϕ|′|  is denoted that it is necessary to put 

the column vector ( )tϕ  instead of column vector .ja  

Consider a linear space 

( )ϕ,, AXmS  { } ,Z∈ω jjpCl L  

where L denotes the linear hull, and pCl  is closer in point-wise topology. 



On Embedding and Extended Smoothness of Spline Spaces 2031 

The space ( )ϕ,, AXmS  is called the space of minimal ( )ϕ,, AX -splines 

of the order m. 

Suppose that a set of point-wise functionals in the point ξ is not empty 

for arbitrary ;M∈ξ  this set is denoted by .∗ξU  

For each Mt ∈  we discuss a linear functional ( ),tf  which is point-wise 

one in the point t, that is ( ) .∗∈ tUtf  

Union of functionals ( ){ } Mttf ∈  is a trajectory1 in the space .∗U  

Let u be an element of the space U; if ( )utf  is a continuous function on 

the intervals ( )1, +jj xx  and ( ) ( ) ,00 uxfuxf jj +=−  ,Z∈∀j  then we 

write ( ) ( )., βα∈⋅ Cuf  

By definition, put ( ) ( ) ( ) ( )( ) ....,,, 10
T

mtftftftf ϕϕϕ=ϕ  

3. Limit Properties of Minimal Splines 

Consider a trajectory of point-wise functionals ( )tf  in the space :∗U  

( ) ,, MtUtf ∈∈ ∗  with property ( ) ( ) { }....,,1,0,, miCf i ∈∀βα∈ϕ⋅  

Discuss a possibility for continuous prolongation of the functions 
( ) jtf ω  (for ( ) ),,,, 1 ZZ ∈∈∈ + kjxxtj kk  on the interval ( )., βα  

Lemma 5. Let A be a complete chain; let a number Z∈k  and ∈∗t  

[ ]1, +kk xx  be fixed. The relation 

( )
( ) 0lim

1,,
=ω

+∗ ∈→ jxxttt
tf

kk
 

is true if and only if the equality 

                                                           
1If U is the linear space ( ),MCs  then we can discuss linear point-wise functional ( )utf  
( )( ) ,, Mttu s ∈  so that we have the trajectory in the space ( ( )) .∗MCs  
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({ } ( ) ) 0det , =ϕ|′| ∗≠′∈′′ tfj
jjJjj k

a  

is fulfilled. 

Proof. Follows from the formula (2.9). ~ 

Lemma 6. Let A be a complete chain. If equalities 

 ( ) ( ) 0lim,0lim
010

=ω=ω
+→−−−→ kxtmkxt

tftf
kk

 (3.1) 

are right, then the relations 

( ) ( ) jxtjxt
tftf

kk
ω=ω

+→−→ 00
limlim  for { }1...,,1, −+−−∈ kmkmkj  (3.2) 

must be fulfilled. If in addition 1−−mka  and ka  are not collinear, then 

relations (3.1) and (3.2) are equivalent. 

Proof. Changing k with 1−k  in the relation (2.8), we have 

 ( ) ( ) ( )∑
−

−−=
−∈∀ϕ≡ω

1

1
1 ;,,

k

mkj
kkjj xxttta  (3.3) 

hence under condition 0−→ kxt  and by the first supposition (3.1), we 

obtain 

 ( ) ( )∑
−

−=
ϕ=ω−

1
.0

k

mkj
kjkj xfxfa  (3.4) 

Analogously by (2.8) and by the second supposition (3.1) for 0+→ kxt  

we have 

 ( ) ( )∑
−

−=
ϕ=ω+

1
.0

k

mkj
kjkj xfxfa  (3.5) 

Because the vectors 11 ...,,, −+−− kmkmk aaa  are linear independent, then the 

relations (3.2) follow from (3.4)-(3.5). Thus, the necessity has been proved. 

Now taking into account (3.3), we obtain 
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 ( ) ( )∑
−

−−=
ϕ=ω−

1

1
,0

k

mkj
kjkj xfxfa  (3.6) 

and from (2.8), we have 

 ( ) ( )∑
−=

ϕ=ω+
k

mkj
kjkj xfxf .0a  (3.7) 

Subtracting (3.7) from (3.6) and using relations (3.2), we deduce an equality 
( ) ( ) ;00 11 kkkmkkmk xfxf ω+=ω− −−−− aa  taking into account the linear 

independence of vectors 1−−mka  and ,ka  we get the equalities (3.1). ~ 

Theorem 1. If A is a complete chain, then for the functions ( ) jtf ω  

( )Z∈∀j  to be continuous on the interval ( )βα,  it is necessary and sufficient 

to have the zero limit of each of them on the boundary of their support. 

Proof. Sufficiency. Taking into account the continuity of vector function 
( ) ,ϕtf  we see that it is sufficient to investigate the continuity of the 

functions ( ) jtf ω  in the knots of grid X. If knot kx  belongs to the boundary 

of set ,jS  then the continuity of ( ) jtf ω  in the knot kx  follows from the 

conditions of the discussed theorem. If the knot kx  belongs to the interior of 

,jS  then the conditions of Lemma 6 are fulfilled, and therefore the relations 

(3.2) are true. This completes the proof of sufficiency. 

The necessity is obvious. ~ 

By definition, put ϕjf  ( ) .ϕjxf  

Theorem 2. A necessary and sufficient condition for the functions 
( ) jtf ω  ( )Z∈∀j  to be continuously prolonged on the interval ( )βα,  is 

that the relations 

 ( ) Z∈∀=ϕ−+−− jf jjmjmj ,0,...,,,det 11 aaa  (3.8) 

are true. 
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Proof. First of all we show that the equalities (3.1) for Z∈∀= jjk ,  are 

equivalent to the condition (3.8). 

Really, by (2.9) the equalities (3.8) are equivalent to the relations 

 ( ) ;,00 Z∈∀=ω+ jxf jj  (3.9) 

changing the index j in (3.8) with ,1++ mj  we obtain 

 ( ) .,0,...,,,det 121 Z�∈∀=ϕ+++++ jf mjmjjj aaa  (3.10) 

Relations (2.9) and (3.10) are equivalent to 

 ( ) .,001 Z∈∀=ω−++ jxf jmj  (3.11) 

Thus the equalities (3.8) are equivalent to the relations (3.9) and (3.11). 
Usage of Theorem 1 completes the proof. ~ 

Theorem 3. Suppose ( ) ( ),, βα∈ϕ Cs  where s is a positive integer. A 

necessary and sufficient condition for the functions ( )( ) ( )Mtjts
j ∈∈∀ω ,Z  

to be prolonged to continuous functions on the interval ( )βα,  is that the 

relations 

( ( )( )) Z∈∀=ϕ−+−− jx j
s

jmjmj ,0,...,,,det 11 aaa  

be fulfilled. 

Proof. By definition, put 

 jU  ( )( ) ( )utfxxC jj
s ,, 1+  ( )( ) ϕj

s ftu ,  ( )( ).j
s xϕ  (3.12) 

Now it is sufficient to apply Theorem 2. ~ 

4. On FB ,ϕ -splines 

Discuss a case of relations (2.7) selecting the vector chain ja  in a special 
way. 

Suppose there is a set F  { ( ) ( ) }mittf i ...,,2,1,0,, =βα∈∀|  of 
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linear point-wise functionals ( ),tf i  such that functions ( ) ( ),, βα∈ϕ⋅ Cf j
i  

{ },...,,2,1,0, mji ∈∀  and 

 ( ( ) ( ) ( ) ) ( ).,,0...,,,det 10 βα∈∀>≥ϕϕϕ tctftftf m  (4.1) 

By definition, put ϕs
jf  ( ) ,ϕj

s xf  .1...,,2,1,0 −= ms  We define 

column vectors id  by identity 

( ) .,,,...,,,,det 11210 ZR ∈∀∈∀ϕϕϕϕ≡ +− iffff mm
iiii

T
i xxxd  

 (4.2) 

Taking into account the property (4.1), we can conclude that chain { } Z∈iid  is 

nonsingular. 

Let the vectors �
ja  be defined by a symbolic determinant 

 �
ja  ;det

1
1

1
1

0
1

1
13

1
13

0
13

1
12

1
12

0
12

1
1

1
1

0
1

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

ϕϕϕ

ϕϕϕ

ϕϕϕ

ϕϕϕ

−
++++++

−
++++++

−
++++++

−
+++

m
j

T
mjj

T
mjj

T
mj

m
j

T
jj

T
jj

T
j

m
j

T
jj

T
jj

T
j

m
jjj

fff

fff

fff

fff

ddd

ddd

ddd

"

""""

"

"

"

 (4.3) 

the symbolic determinant should be expanded with the first row. 

Lemma 7. The vector �ja  is defined by values ,...,,, 110 ϕϕϕ −m
iii fff  

where ....,,2,1 mjjji +++=  

Proof. It is clear to see that the vectors id  for mjij +≤≤+ 2  take 

part in the relations (4.3). According to definition (4.2), each vector id  is 

defined by the vectors ....,,,, 1210 ϕϕϕϕ −m
iiii ffff  To complete the 

proof, it is sufficient to use the representation (4.3). This concludes the proof. 
 ~ 
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By definition, put ( )FX ,, ϕ= �� AA  { } .Z∈jj
�a  

Theorem 4. The chains of vectors { } Z∈j
T
jd  and { } Z∈ii

�a  are locally 

orthogonal: 

 .,,0 mj
T

pj Ipj ∈∈∀=+ Z�ad  (4.4) 

Proof. Consider relation ;�j
T

pj ad +  according to (4.3) it can be 

represented in the form 

�
j

T
pj ad +  .det

1
1

1
1

0
1

1
13

1
13

0
13

1
12

1
12

0
12

1
1

1
1

0
1

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

ϕϕϕ

ϕϕϕ

ϕϕϕ

ϕϕϕ

−
++++++

−
++++++

−
++++++

−
++++++

m
j

T
mjj

T
mjj

T
mj

m
j

T
jj

T
jj

T
j

m
j

T
jj

T
jj

T
j

m
j

T
pjj

T
pjj

T
pj

fff

fff

fff

fff

ddd

ddd

ddd

ddd

"

""""

"

"

"

 

By formula (4.2) for ,1=p  the first row of this determinant is zero row, and 

for ,...,,3,2 mp =  we obtain two identical rows in the discussed determinant; 

therefore relations (4.4) have been established. This completes the proof. ~ 

Suppose ;A∈�A  now by �
jω  denote splines obtained with (2.8), where 

.�jj aa =  

Theorem 5. If ,A∈�A  then the formulae ( ) ( ),, βα∈ω⋅ Cf j
s �  ,Z∈∀j  

1...,,1,0 −=∀ ms  are right. 

Proof. The relations (4.4) can be rewritten in the form ,�
ijj −⊥ ad  

;mIi ∈  the last one is equivalent to 

 ( ).,...,,, 121
����
−−+−−⊥ jjmjmjj aaaad L  (4.5) 
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On the other hand, according to formula (4.2), we have 

 ( )....,,,, 1210 ϕϕϕϕ⊥ −m
jjjjj ffffLd  (4.6) 

By (4.5) and (4.6), it follows 

( ) ( ),...,,,,,...,,, 1210
121 ϕϕϕϕ= −
−−+−−

m
jjjjjjmjmj ffffLL ���� aaaa  

whence 

( )����
121 ,...,,, −−+−−∈ϕ jjmjmj

s
kf aaaaL  

for ;1...,,2,1,0 −= ms  thus 

( ) .0,,...,,,det 121 =ϕ−−+−−
s

kjjmjmj f���� aaaa  

Now use Theorem 2. ~ 

Consider the linear space ( )FXm ,, ϕ�S  { } .Z∈ω jjpCl �L  

Space ( )FXm ,, ϕ�S  is called the space of FB ,ϕ -splines. 

We discuss the set of spaces 

( )ϕ,XmS  ( ){ }.,, A∈∀|ϕ AAXmS  

Next we use the subspace FC  of space U: 

FC  { ( ) ( ) }.1...,,2,1,0,,, −=∀βα∈⋅∈| msCufUuu s  

Theorem 6. In the set ( )ϕ,XmS  there exists the unique space, which 

belongs to ;FC  the mentioned space is ( )., ϕXm
�S  

Proof. The existence of the space, which belongs to ,FC  follows from 

Theorem 5. Now we will prove its uniqueness. 

According to Theorem 3, for the functions jω  to be in space FC  it is 

necessary and sufficient to have the true relations (3.8) for f  ,sf  =s  
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.1...,,2,1,0 −m  Suppose chain { } Z∈jja  satisfies the condition 

( ) ,,0,,...,,,det 121 Z∈∀=ϕ−−+−− jf s
jjjmjmj aaaa  (4.7) 

.1...,,2,1,0 −= ms  

We are going to show that vectors ja  differ from vectors �
ja  with a 

nonzero multiplier. 

Let chain b be locally orthogonal to chain { } :Z∈jja  

{ };,...,,, 121 −−+−−⊥ jjmjmjj aaaab L  

according to Lemma 4 such a chain exists and is defined uniquely up to 
nonzero constant multipliers. By (4.7), we have 

{ } ,1...,,2,1,0,,...,,, 121 −=∈ϕ −−+−− msf jjmjmj
s

j aaaaL  

whence ;1...,,2,1,0, −=ϕ⊥ msf s
jjb  it follows 

{ }....,,, 110 ϕϕϕ⊥ −m
jjjj fffLb  

By the condition (4.1), the vectors ϕϕϕ −110 ...,,, m
jjj fff  are linear 

independent, and therefore (taking into account that all discussed vectors are 
1+m -dimensional) the relations jjj c db =  are true (see definition (4.2) of 

vectors );jd  here jc  are nonzero constants. The chains { } Z∈jja  and { } Z∈jj
�a  

are locally biorthogonal to chains { } Z∈jjb  and { } Z∈jjd  accordingly and they 

differ only in nonzero constants: .�� jjj aca =  It follows ��
jjj cω=ω  (see 

Lemma 4). This completes the proof. ~ 

Let us multiply the relation 

 ( ) ( ) ( )∑
−=

+∈∀ϕ=ω
k

mki
kkii xxttt 1,,��a  (4.8) 
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on the left by the vector rows T
jd  for .,1...,,1, kkmkmkj −+−−=  

Taking into account the local orthogonality of the chains { } Z∈j
T
jd  and 

{ } ,Z∈ii
�a  we obtain 1+m  scalar equations, which can be written in the form 

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

−−−

+−−+−+−+−

−−−+−−−−

�

��

���

����

k
T
k

k
T
kk

T
k

k
T

mkk
T

mkmk
T

mk

k
T

mkk
T

mkmk
T

mkmk
T

mk

ad

adad

adadad

adadadad

000

00

0

111

11111

11

"

"

"""""

"

"

 

( )

( )

( )

( )

( )

( )

( )

( )

.

1

1

1

1

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

ϕ

ϕ

ϕ

ϕ

=

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

ω

ω

ω

ω

×

−

+−

−

−

+−

−

t

t

t

t

t

t

t

t

T
k

T
k

T
mk

T
mk

k

k

mk

mk

d

d

d

d

""

�

�

�

�

 (4.9) 

Analogously, multiplying equation (4.8) on the left by vector rows T
jd  for 

1,...,,2,1 +++++= mkmkkkj  and using local orthogonality of 

chains { } Z∈j
T
jd  and { } Z∈ii

�a  with each other, we have another system of 

relations 
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 (4.10) 

The relations (4.9) and (4.10) are discussed as systems of linear algebraic 

equations with respect to unknowns ( ),tj
∗ω  .kJj ∈  Triangular matrices of 

these equations are nonsingular because the diagonal elements are nonzero 
(according to Lemma 3). 

By definition, put 1
pI  { },...,,1, mpp +−−  2

pI  { ...,,2,1 +−+− mm  

},1 pm −+  where ....,,2,1,0 mp =  

Lemma 8. The functions ( ),tpk
�
−ω  ,...,,2,1,0 mp =  on interval ∈t  

( )1, +kk xx  are only defined by values of the vector function ( )tϕ  on the 

mentioned interval, complemented by values of components of vectors 

( ) { },1...,,1,0, −∈ϕ mstf s  in the knots 1
., pik Iixt ∈∀= +  

Proof. The vector jd  is defined by vectors { }1...,,2,1,0, −∈ϕ msf s
j  

(see formulae (4.2)), and according to Lemma 7 the vector �
ja  is defined by 

vectors ,ϕs
if  { } { }....,,2,1,1...,,2,1,0 mjjjims +++∈−∈  

Taking into account the system (4.9), we see that the function ( )tk
�ω  is 

defined by the values of the vector function ( )tϕ  for ( )1, +∈ kk xxt  and by 

vectors ., �
kk ad  The last ones are defined by the vectors ,ϕs

if  where ∈s  

{ } { }....,,2,1,,1...,,2,1,0 mkkkkim +++∈−  

Analogously we define dependence of function ( )tk
�

1−ω  on the values of 
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vector function ( )tϕ  for ( )1, +∈ kk xxt  and on the vectors ;,,, 11
��
−− kkkk aadd  

the last ones are defined by vectors ,ϕs
if  where { },1...,,2,1,0 −∈ ms  ∈i  

{ }....,,,1 mkkk +−  

Continuing such reasons, at last we find that the function ( )tmk
�
−ω  is 

defined by the values of ( )tϕ  for ( )1, +kk xx  and by vectors ...,,, 1−kk dd  

,mk−d  ;...,,, 1
���

mkkk −− aaa  the vectors defined by the other vectors: they are 

,ϕs
if  where { } { }....,,1,,1...,,2,1,0 mkmkmkims ++−−∈−∈  ~ 

Lemma 9. The functions ( ),tpk
�
−ω  mp ...,,2,1,0=  on interval ∈t  

( )1, +kk xx  are defined by the values of vector function ( )tϕ  on discussed 

interval and complemented by values of component of vectors ( ) ,ϕtf s  ∈s  

{ }1...,,1,0 −m  in knots ., 2
pik Iix ∈∀+  

Proof. According to formulae (4.2), vectors jd  depend on the values of 

vectors ,ϕs
jf  { },1...,,2,1,0 −∈ ms  and by Lemma 7 the vector �

ja  is 

defined by vectors { },1...,,2,1,0, −∈ϕ msf s
i  { }....,,2,1 mjjji +++∈  

Using the system (4.10) for the definition of the function ( ),tmk
�
−ω  we 

see that the function is defined by the vector function ( )tϕ  on the interval 

( )1, +kk xx  and by vectors ,1+kd  .�
mk−a  The last ones are defined by the 

vectors ,ϕs
if  where { } { }.1...,,2,1,1...,,2,1,0 ++−+−∈−∈ kmkmkims  

By the system (4.10), we deduce that the function ( )tmk
�

1+−ω  is defined 

by the values of ( )tϕ  for ( )1, +∈ kk xxt  and by the vectors ,, 21 ++ kk dd  

;, 1
��

+−− mkmk aa  conversely the last ones defined by vectors ,ϕs
if  where 

{ } { }.2...,,2,1,1...,,2,1,0 ++−+−∈−∈ kmkmkims  
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Analogously we define the dependence of the functions ( ),tpk
�
−ω  =p  

,0,1...,,3,2 −− mm  on the vectors .ϕs
if  

At the end (for )0=p  we see that the function ( )tk
�ω  is defined by the 

values of ( )tϕ  for ( )1, +∈ kk xxt  and by the vectors ,...,,, 121 ++++ mkkk ddd  

;...,,, 1
���
kmkmk aaa +−−  the vectors are defined by ,ϕs

if  where ∈s  

{ } { }.1...,,2,1,1...,,2,1,0 +++−+−∈− mkmkmkim  

This completes the proof. ~ 

We discuss the next condition: 

(A) The functionals ,s
if  { },1...,,2,1,0 −∈ ms  ,Z∈i  are linear 

independent. 

In what follows we suppose that the condition (A) is valid. 

Lemma 10. The functions ( ) ,...,,2,1,0, mptpk =ω −
�  for ( )1, +∈ kk xxt  

are defined by values of the vector function ( )tϕ  on the interval ( )1, +kk xx  

and by values of .,, 21
pp

s
j IIkjjf ∩∈−∀ϕ  

Proof. The proof follows from Lemma 8 and Lemma 9 because the 

values of functionals { } ,,1...,,2,1,0, Z∈−∈ imsuf s
i  for Uu ∈  can be 

unrestricted. ~ 

Theorem 7. The function ( )tj
�ω  is defined by the values of vector 

function ( ),tϕ  and the values of vectors ,ϕs
if  { },1...,,2,1,0 −∈ ms  are 

also used, namely: 

(A) if function ( )tj
�ω  is calculated for ( ),, 1+∈ jj xxt  then vectors 

,...,,2,1,0, mif s
ij =ϕ+  are required, 
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(B) if ( ),, 1+++∈ kjkj xxt  ,1...,,2,1 −= mk  then ,ϕ+
s

ijf  ,2,1,0=i  

,1,..., +mm  are required, 

(C) finally, if ( ),, 1+++∈ mjmj xxt  then we are required to calculate 

.1,...,,2,1, +=ϕ+ mmif s
ij  

Proof. If we successively put mjmjjjk +−++= ,1...,,1,  and use 

Lemma 10, then we obtain the desired result. ~ 

Theorem 8. For the definition of function ( )tj
�ω  it is sufficient to know 

the values of the vector function ( )tϕ  on the interval ( )ε+ε− ++ 1, mjj xx  

for arbitrary .0>ε  

Proof. According to Theorem 7, all values of function ( )tj
�ω  are defined 

by the values of vector function ( )tϕ  in the points of interval [ ]1, ++mjj xx  

and by the values of the functions ( )ϕtf s  in the points ,ijx +  where ∈i  

{ },1...,,2,1,0 +m  { }.1...,,1,0 −∈ ms  Taking into account the definition 

of point functionals ( ),tf s  we conclude that ε-neighborhood of the interval 

( )1, ++mjj xx  is sufficient for the calculation of mentioned functionals. ~ 

5. Calibration Relations 

Here we discuss an enlargement of grid X by removal of knot :1+kx  we 

put 

jj xx =~  for 1
~, +=≤ jj xxkj  for .1+≥ kj  

Thus X~  { } ,~
Z∈jjx  

.~~~:~
101 …… <<<< − xxxX  
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By definition, put ϕs
jf~  ( ) { }.1...,,2,1,0,~ −∈ϕ msxf j

s  Let us denote 

 ( ) .,,~...,,~,~det~ 1110 +− ∈∀ϕϕϕ≡ mm
jjj

T
j fff Rxxxd  (5.1) 

Now we introduce the vectors with symbolic determinant 

�
ja~  .

~~~~~~~~

~~~~~~~~

~~~~~~~~

~~~~
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m
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ffff

ffff

ffff

ffff
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dddd

dddd
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"""""

"

"

"

 

 (5.2) 

Suppose �A~  { } .~ A� ∈∈Zjja  We define splines ( )tj
�ω~  by the 

approximation relations 

( ) ( ) ( )∑
∈

=ω∈∀ϕ≡ω
Zj

jjj tMttt 0,~,~~ ���a  for ,,~ Z∈∀∉ jSt j  (5.3) 

where M~  ( ) jjjj Sxx ~,~,~
1+∈Z∪  [ ].~,~

1++mjj xx  

Consider the space of FB ,ϕ -splines according to the new grid 

( )ϕ,~Xm
�S  { } .~

Z∈ω jjpCl �L  

Theorem 9. Under the discussed conditions, the space of FB ,ϕ -splines 

constructed for grid X contains the space of FB ,ϕ -splines for the :~X  

 ( ) ( ).,,~
ϕ⊂ϕ XX mm

�� SS  (5.4) 

Proof. By the formulae (5.1)-(5.3), it is easy to obtain relations 
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( ) ( ) ����
jjjj tt aa =ω≡ω ~,~  for ,1−−≤ mkj  (5.5) 

( ) ( ) ����
11

~,~
++ =ω≡ω jjjj tt aa  for .1+≥ kj  (5.6) 

From (2.7) and (5.3), it follows 

( ) ( ) ( )∑ ∑
∈′ ∈

′′ βα∈∀ω≡ω
Z Zj j

jjjj ttt ,,,~~ ���� aa  

whence by annihilation of identical summands, defined by relations (5.5)-
(5.6), we obtain 

( ) ( ) ( ) ( )tttt kkkkmkmkmkmk
�������� ω+ω++ω+ω −−+−+−−−

~~~~~~~~
1111 aaaa …  

( ) ( ) ( )ttt kkmkmkmkmk
������

1111 −−+−+−−− ω++ω+ω≡ aaa …  

( ) ( ) ( ).,,11 βα∈∀ω+ω+ ++ ttt kkkk
���� aa  (5.7) 

Considering the relation (5.7) as a system of linear algebraic equations with 

respect to unknown functions ( ) ( ) ( ) ( ),~,~...,,~,~
121 tttt kkmkmk

����
−−+−− ωωωω  

( ),~ tk
�ω  and taking into account that matrix of the system is nonsingular 

(because the chain �A~  is complete), we express aforementioned functions 

through ( ) ( ) ( ) ( ) ( ) ( ).,,,...,,, 1121 tttttt kkkkmkmk
������
+−−+−− ωωωωωω  

By relations (5.5)-(5.7) we see that basic functions ( )tj
�ω~  of the space 

( )ϕ,~Xm
�S  can be expressed with basic functions ( )tj

�ω  of the space 

( )., ϕXm
�S  The inclusion (5.4) has been proved. ~ 

The relations, which express coordinate splines on an enlargement grid 
through the coordinate splines on the original grid are called calibration 
relations. 

Let XXXXXX n =⊂⊂⊂⊂=′ …210  be sequence embedded 

grids, let �
iA  be a chain (of vectors) which is relevant to grid .iX  Suppose 
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that chain �
iA  is constructed by scheme (5.2) and .A� ∈iA  By (4.1) system 

{ ( )( ) }i
s Xtmstf ∈−=|ϕ ;1...,,2,1,0  is linear independent system of 

vectors, ;...,,2,1,0 ni =  therefore 

( ) ( ) .,, Fmm CXX ⊂ϕ⊂ϕ′ �� SS  

6. Applications 

6.1. Minimal splines with maximum smoothness 

By definition, put iU  ( ) ( )utfxxC i
ii

m ,, 1+  ( )( ) ., Mttu i ∈  In the 

discussed case the suppositions ( ) ( ),, βα∈ϕ⋅ Cf j
i  { },...,,2,1,0, mji ∈  

are equivalent to implication ( ),, βα∈ϕ mC  and the condition (4.1) may be 

represented in the form 

( ( ) ) ( ) ( ).,,0...,,,,det βα∈∀>≥ϕϕ′′ϕ′ϕ tctm  

The vectors ∗
ja  are defined by relations (4.3), where id  satisfies identity 

( ( ) ) ;,,,...,,,,det 11 ZR ∈∀∈∀ϕϕ′′ϕ′ϕ≡ +− imm
iiii

T
i xxxd  

here iϕ  ( ) ( )s
iix ϕϕ ,  ( )( ) ....,,2,1, msxi

s =ϕ  

Analogously we get the chain { } .~
Z∈jj

�a  

If the derivatives ( )( )tiϕ  are uniformly bounded on the interval ( )βα,  for 

{ },...,,1,0 mi ∈  and parameter h  ( )jjj xx ~~sup 1 −−∈Z  is sufficiently small, 

then the chains { } Z∈jj
�a  and { } Z∈jj

�a~  are complete (it is possible to prove by 

the Taylor formula). 

As a result we obtain ϕB -splines (see [15]). We denote the spaces of 

ϕB -splines for grids X and X~  by ( )ϕ,Xm
�S  and ( ),,~

ϕXm
�S  respectively. 
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Considering FC  ( )βα− ,1mC  and applying Theorem 1 and Theorem 9, we 

obtain the next assertions. 

Theorem 10. In set ( )ϕ,XmS  there exists a unique space, which 

belongs to ( );,1 βα−mC  the mentioned space is ( )., ϕXm
�S  

Theorem 11. Under the discussed conditions, the space of ϕB -splines 

constructed for grid X contains the space of ϕB -splines for the :~X  

( ) ( ).,,~
ϕ⊂ϕ XX mm

�� SS  

6.2. Minimal splines with discontinuous derivative of generating function 

Discuss the case of ,1=m  ( )tϕ  ( )( ) ,,1 Ttψ  where ( )., βα∈ψ C  

Suppose that ( ),, βα∈∗t  and there exists continuous derivative ( )tψ′  in 

intervals ( )∗α t,  and ( )β∗,t  with property ( ) .01 >≥ψ′ ct  We also suppose 

that finite limits ( ),0−ψ′= ∗ta  ( )0+ψ′= ∗tb  exist, and ,ba ≠  .0≠ab  

Consider function 

( )tba,χ 
( )
( )⎪⎩

⎪
⎨
⎧

β∈

α∈
∗

∗

,,for1

,,for1

ttb

tta
 

and introduce the functionals ( )tf 0ˆ  and ( )tf 1ˆ  by formulae 

( )utf 0ˆ  ( ) ( )utftu 1ˆ,  ( ) ( )., tutba ′χ  

It is clear to see that ( )ϕtf 0ˆ  and ( )ϕtf 1ˆ  are continuous vector-

functions on the interval ( ),, βα  

( ( ) ( ) ) ( ) ( ) ,0ˆ,ˆdet ,
10 >≥ψ′χ=ϕϕ ctttftf ba  

where c is a positive constant. 

According to the formulae (4.2) and (5.2), we have 
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( ) ,ˆ,ˆˆ
1

0
10

0
1

0
1

T
jjjj fff ϕϕ=ϕ= +++

�a  

so that in the discussed case we have ( ( )) ;,1 1
T

jj x +ψ=�a  analogously =�ja~  

( ( )) .~,1 1
T

jx +ψ  Hence 

( ) ( ) ( ) ( ) ( ) ( ).~~~,~det,,det 1111 jjjjjjjj xxxx ψ−ψ=ψ−ψ= +−+−
���� aaaa  

If the function ( )tψ  is strongly monotone on the interval ( ),, βα  then the 

chains of vectors { } Z∈jj
�a  and { } Z∈jj

�a~  are complete. In this case, by 

relations (2.8) and (5.3) we have splines �
jω  and ;~ �

jω  let ( )ϕ,ˆ
1 X�S  and 

( )ϕ,~ˆ
1 X�S  be the spaces of the mentioned splines, respectively. 

Next, we use the space 

FĈ  { ( ) ( )}.,, 0 βα∈⋅∈| CufUuu  

By Theorem 6 and Theorem 9, we make the following assertions. 

Theorem 12. In the set ( )ϕ,1 XS  there exists a unique space, which 

belongs to ;ˆ
FC  the mentioned space is ( ).,ˆ

1 ϕX�S  

Theorem 13. Under the discussed conditions, the space of splines 

constructed for grid X contains the space of splines for the :~X  

( ) ( ).,ˆ,~ˆ ϕ⊂ϕ XX mm
�� SS  

6.3. Minimal splines with discontinuous generating function 

Consider differential operator Lw  ,1 wwtw +′+′′  and discuss Bessel’s 

differential equation 

( ) ( ) ( ) ( ) 01 =+′+′′= twtwttwtLw  for ( ) ( ).1,00,1 −∈ ∪t  
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Let ( )tJ0  and ( )tY0  be the linear independent solutions of the equation 

with the next asymptotic behavior 

( ) ( ) ⎟
⎠
⎞⎜

⎝
⎛ γ+

π
≈≈ 2ln2,1 00

ttYtJ  for ,0→t  

where γ is Euler’s constant ( )....577215.0=γ  

Suppose that ( )tm ϕ= ,1  ( ( ) ( )) ,, 10
Ttt ϕϕ  where 

( ) ( ) ( ) ( ) .,1 2
0100 ttYttJt +=ϕ+=ϕ  

Consider functionals 

( )utf 0�  ( ) ( )utftLu 1,
�

 ( )tuL2  for ( ) ( ).1,00,1 −∈ ∪t  

Because 

( ) ( ) ( ) ( ) ,8,1,4,1 2
1

2
0

22
10 +=ϕ=ϕ+=ϕ=ϕ ttLtLttLtL  

we have 

( ( ) ( ) ) ( ) ( )
( ) ( )

.4,det
1

2
1

0
2

010 =
ϕϕ

ϕϕ
=ϕϕ

tLtL

tLtL
tftf

��
 

Thus, the vector functions ( ) ,0 ϕtf
�

 ( )ϕtf 1�  are continuous on the 

interval ( ),1,1−  and determinant ( ( ) ( ) )ϕϕ tftf 10 ,det
��

 is not zero. 

In the discussed case, we obtain 

( ( ) ( )) ( ) ,,1, 2
11110

T
j

T
jjj xxLxL +++ =ϕϕ=�a  

( ( ) ( )) ( ) ,~,1~,~~ 2
11110

T
j

T
jjj xxLxL +++ =ϕϕ=�a  

therefore 

( ) ( ) .~~~,~det,,det 22
11

22
11 jjjjjjjj xxxx −=−= +−+− aaaa  
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If ,~0 X∈  then the chains of vectors { } Z∈jj
�a  and { } Z∈jj

�a~  are complete. 

The relations (2.7) and (5.3) give us the splines �
jω  and ;~ �

jω  in this case the 

spaces of the discussed splines are denoted by ( )ϕ,1 X�S
�

 and by ( ),,~
1 ϕX�S
�

 

respectively. 

Next, we use the space 

FC
�
 { ( ) ( )}.,, 0 βα∈⋅∈| CufUuu

�
 

Using Theorem 6 and Theorem 9, we can deduce the next statements. 

Theorem 14. In set ( )ϕ,1 XS  there exists a unique space, which belongs 

to :FC
�

 the mentioned space is ( ).,1 ϕX�S
�

 

Theorem 15. Under the discussed conditions the space of splines 

constructed for grid X contains the space of splines for :~X  

( ) ( ).,,~
11 ϕ⊂ϕ XX �� SS
��
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