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Abstract 

This paper presents four approaches to construct confidence intervals 
for the common variance of normal distributions and compares the 
results based on the generalized confidence intervals approach (GCI), 
large sample approach, adjusted method of variance estimates recovery 
1 approach (adjusted MOVER 1) and adjusted method of variance 
estimates recovery 2 approach (adjusted MOVER 2). A Monte Carlo 
simulation is used to evaluate the coverage probability and average 
length of confidence intervals. Simulation studies show that the 
adjusted MOVER 1 approach provided the best confidence interval 
estimates. Two real data examples are exhibited to illustrate our 
approaches. 
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1. Introduction 

The construction of confidence intervals for a normal variance is well 
known and simple to apply which attracted a great deal of attention from 
researchers. An investigation of the history and development of constructing 
confidence intervals for a normal variance is given in Cohen [1]. He 
constructed confidence intervals for the variance that had the same length as 
the usual minimum length interval but greater coverage probability. 
Analogously, Shorrock [2, 3] presented an improved interval based on 
Stein’s technique and a smooth version of Cohen’s interval using Brewster 
and Zidek’s technique. Stein-type improvements of confidence intervals for 
the normal variance with unknown mean were also obtained by Nagata [4]. 
Goutis and Casella [5] constructed a class of intervals each of which 
improved both coverage probability and size over the usual interval. Lastly, 
Kubokawa [6] presented a unified approach to the variance estimation 
problem. There are many researchers who are also interested in the 
estimation of variance; see, e.g., Shorrock and Zidek [7]. Sarkar [8] 
constructed the shortest confidence interval and Iliopoulos and Kourouklis 
[9] presented a stein-type interval for generalized variances. 

The motivation of this paper comes from an analysis of variance 
(ANOVA) which is used to compare several means. Under the assumption  
of analysis of variance are normality, homogeneity of variance, and 
independence of errors. The quantitative data of the sample n observations 
from k populations come from a different time or space and in experimental 
situations have repeated many times. In this case, if the variances are 
homogeneous, what is the best way for construction the confidence interval 
estimation of common variance to obtain a single estimation? Therefore, 
interval estimation procedures regarding common variance of normal 
distributions are interesting. 

The practical and theoretical developing procedures for interval 
estimation of common variance based on several independent normal 
samples are important. Thus, the goal of this paper is to provide four 
approaches for the confidence interval estimation of common variance 
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derived from several independent samples from normal distributions. The 
generalized confidence interval (the GCI), the large sample, the adjusted 
method of variance estimates recovery 1 (the adjusted MOVER 1) and the 
adjusted method of variance estimates recovery 2 (the adjusted MOVER 2) 
confidence interval concept are used for the end evaluation. The GCI 
approach is based on the concepts of generalized confidence intervals. The 
notions of generalized confidence intervals were proposed by Weerahandi 
[10]. The GCI approach has been successfully used to construct the 
confidence interval for many common parameters and since then these ideas 
have been applied to solve many statistical problems, for examples, Tian 
[11], Tian and Wu [12], Krishnamoorthy and Lu [13], and Ye et al. [14]. The 
adjusted MOVER 1 approach and the adjusted MOVER 2 approach are 
applied from the method of variance of estimates recovery (MOVER) and the 
large sample approach. Zou and Donner [15] introduced a detailed outline of 
the method of variance estimates recovery. The main idea was to recover the 
variance estimates needed for interval estimation obtained from the limits for 
parameter separately. Several researchers have used the MOVER approach to 
construct confidence intervals in previous publications; e.g., see Donner and 
Zou [16], Suwan and Niwitpong [17], Li et al. [18] and Wongkhao [19]. 
However, the adjusted MOVER 1 approach and the adjusted MOVER 2 
approach used to construct these confidence interval estimations for the 
common variance are also interesting. To our knowledge, there is no 
previous work on inferences on common variance referring to normal 
distributions with the adjusted MOVER 1 approach and the adjusted 
MOVER 2 approach.  

The remainder of the paper is organized as follows: Section 2 presents 
four approaches developed. Section 3 presents simulation results to evaluate 
the performances of the GCI approach, the large sample approach, the 
adjusted MOVER 1 approach and the adjusted MOVER 2 approach on 
coverage probabilities and average lengths. Section 4 illustrates the proposed 
approaches with real examples. Finally, conclusions are given in Section 5. 
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2. The Confidence Interval Approaches 

2.1. The generalized confidence intervals approach 

The generalized confidence intervals (GCI) are based on the simulation 
of a known generalized pivotal quantity (GPQ). Weerahandi [10] introduced 
the concept of a generalized pivotal quantity for a parameter θ  as follows: 

Suppose that ( ),,~ 2
iiij NX σμ  for ,...,,1 ki =  inj ...,,1=  are random 

samples from a distribution which depends on a vector of parameters 
( ),,

~~
νθ=θ  where θ  is the parameter of interest and 

~
ν  is a vector of 

nuisance parameters. A generalized pivot ( )
~~~

,,, νθxXR  for interval 

estimation, where 
~
x  is an observed value of ,

~
X  as a random variable having 

the following two properties: 

(1) ( )
~~~

,,, νθxXR  has a distribution free of the vector of nuisance 

parameters .
~
ν  

(2) The observed value of ( )
~~~

,,, νθxXR  is .θ  

Let αR  be the 100αth percentile of R. Then αR  becomes the 

( )%1100 α−  lower bound for θ  and ( )212, α−α RR  becomes a ( )%1100 α−  

two-side generalized confidence interval for .θ  

Generalized variable approach 

Consider k independent normal populations with a common variance .θ  

Let iinii XXX ...,,, 21  be a random sample from the ith normal population as 

follows: 

( ),,~ 2
iiij NX σμ  for ....,,1,...,,1 injki ==  
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Thus, 

.2
iσ=θ  

Let 2
iS  denote the sample variance for data ijX  for the ith sample and 

let 2
is  denote the observed sample variance, respectively. From 

( ) ,~1 2
12

2

−χ=
σ

−
ini

i

ii VSn  

so 

( ) ,1 2
2

i
ii

i V
Sn −

=σ  where ,~ 2
1−χ

iniV  

where iV  is 2χ  which variates with degree of freedom and ,1−in  we have 

the generalized pivot 

 ( ) ( ) .1~1
2

1

22
2

−
σ χ

−−
=

i
i

n

ii
i

ii sn
V

snR  (1) 

The generalized pivotal quantity for estimating θ  based on the ith 
sample is 

 ( ) .2
i

RR i
σθ =  (2) 

From the ith sample, the maximum likelihood estimator of θ  is 

 ( ) ,ˆˆ 2
i

i σ=θ  where .ˆ 22
ii s=σ  (3) 

The large sample variance for ( )iθ̂  is 

( ( ) ) ( ) ( ) .1
2varˆvarˆvar

4
22

−
σ

==σ=θ
i

i
ii

i
ns  (4) 

The generalized pivotal quantity proposed for the common variance θ         

is a weighted average of the generalized pivot ( )iRθ  based on k individual 
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samples as; see Ye et al. [14]: 

 
( )

,

1

1

∑
∑

=

= θ
θ = k

i w

k
i

i
w

iR

RR
R  (5) 

where 

( ( ) )
,1

ˆvar ii RRw
θ

=  (6) 

 ( ( ) )

( )
.1

2 2

ˆvar

2

−
= σ

θ in

R
R i

i  (7) 

That is, ( ( ) )iR
θ̂var

 is ( ( ) )iθ̂var  with 2
iσ  replaced by .2

i
R
σ

 

2.2. The large sample approach 

The large sample estimate of normal variance is a pooled estimate of the 
common normal variance defined as, see Tian [11], 

 

( )

( ( ) )

( ( ) )

,

ˆvar
1

ˆvar

ˆ

ˆ

1

1

∑

∑

=

=

θ

θ
θ

=θ k

i
i

k

i
i

i

 (8) 

where ( )iθ̂  is defined in (3) and ( ( ) )iθ̂var  is an estimate of ( ( ) )iθ̂var  in (4) 

with 2
iσ  replaced by ,2

is  respectively. 

Hence, the large sample solution for confidence interval estimation is 

 

( ( ) ) ( ( ) )

.

ˆvar
1

1ˆ,

ˆvar
1

1ˆ

1

21

1

21

⎟⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜

⎝

⎛

θ

+θ

θ

−θ

∑∑
=

α−

=

α− k

i
i

k

i
i

zz  (9) 
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2.3. The adjusted method of variance estimates recovery 1 approach 

The adjusted method of variance estimates recovery 1 (the adjusted 
MOVER 1 approach) uses the concepts of the method of variance estimates 
recovery (the MOVER approach) and the large sample approach. 

Zou and Donner [15] introduced the concept of the method of variance 
estimates recovery (the MOVER approach). The main idea was to recover 
the variance estimates needed for interval estimation obtained from the limits 
for parameter separately. This method considers two parameters 21 θ+θ  

which have ( )%1100 α−  confidence limits ( )11, ul  and ( ),, 22 ul  respectively. 

Under the assumption of independence between the point estimates 1θ̂  and 

2θ̂  and the application of the central limit theorem, the lower limit L and the 

upper limit U are given by 

 [ ] ( ) ( ) ( ),ˆrâvˆrâvˆˆ, 21221 θ+θ±θ+θ= αzUL  (10) 

where the variance terms may be estimated near the upper and lower 
confidence limits of 21 θ+θ  using the information already available in the 

confidence intervals of the individual parameters ,iθ  where .2,1=i  The 

Slutsky’s theorem and the central limit theorem ( ( ) ( ))iiiz θθ−θ ˆvarˆ~  

are applied to estimates variances near the lower ( )iθ̂râv  and upper ( )iθ̂râv  

limits of iθ  as 

( ) ( ) ( ) ( ) .
ˆˆrâv,

ˆˆrâv 2
2

2

2
2

2

αα

θ−
=θ

−θ
=θ

z
u

z
l ii

i
ii

i  

Using these estimates with from (10), two-side ( )%1100 α−  confidence 

limits for 21 θ+θ  given as 

( ) ( ) ( ) ,ˆˆˆˆ 2
22

2
1121 llL −θ+−θ−θ+θ=  

( ) ( ) ( ) .ˆˆˆˆ 2
22

2
1121 θ−+θ−+θ+θ= uuU  
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Let ( ) ( ) ( )kθθθ ...,,, 21  be k parameters of interest, where the estimates 
( ) ( ) ( )kθθθ ˆ...,,ˆ,ˆ 21  are independent. Construction of a ( )%1100 α−  two-

sided confidence interval ( )UL,  for ( ) ( ) ( )kθθθ ...,,, 21  is of interest. The 

concept of Donner and Zou [16] was used to find the confidence interval for 
( ) ( ) ( ),ˆˆˆ 21 kθ++θ+θ  which is the estimator for ( ) ( ) ( ).21 kθ++θ+θ  

Thus, 

[ ] ( ( ) ( ) ) ( ( ) ) ( ( ) ),ˆrâvˆrâvˆˆ, 1
2

1 kk zUL θ++θ±θ++θ= α  

where 2αz  is the upper 2α  quintile of the standard normal distribution. 

Suppose the ( )%1100 α−  two-sided confidence interval for ( )iθ  is given 

by ( ),, ii ul  where ....,,2,1 ki =  The lower limit L is in the neighborhood of 

.1 kll ++  The spirit of the score-type confidence interval and the central 

limit theorem were used to estimate variances at ( ) .i
i l=θ  

Thus, the variance estimate for ( )iθ̂  at ( )
i

i l=θ  is equal to 

( ( ) ) ( ( ) ) .
ˆˆrâv 2

2

2

α

−θ
=θ

z
li

i
i  

Analogous steps with the notion that kuuu +++ 21  is close to upper 

limit U, and the variance estimate at ( )
i

i u=θ  is 

( ( ) ) ( ( ) ) .
ˆˆrâv 2
2

2

α

θ−
=θ

z
u i

ii  

Therefore, the lower limit L and upper limit U for ( ) ( ) ( )kθ++θ+θ 21  are 
given by 

( ) ( ) ( ( ) ) ( ( ) ) ,ˆˆˆˆ 22
1

11
k

kk llL −θ++−θ−θ++θ=  

( ) ( ) ( ( ) ) ( ( ) ) .ˆˆˆˆ 221
1

1 k
k

k uuU θ−++θ−+θ++θ=  
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From the ith sample, where ....,,2,1 ki =  The maximum likelihood 

estimator of common variance θ  is 

( ) .ˆ 2
i

i s=θ  

The method of large sample for normal variance with pooled estimate was 

used. The common normal variance θ  is weighted average of variance ( )iθ̂  
based on k individual samples as 

 
( )

( ( ) ) ( ( ) )∑∑
== θθ

θ=θ
k

i
i

k

i
i

i

11
ˆvar

1
ˆvar

ˆˆ  (11) 

which gives a variance estimate for ( )iθ̂  at ( )
i

i l=θ  and ( )
i

i u=θ  of 

 ( ( ) ) ( ( ) ) ( ( ) ) .
ˆˆ

2
1ˆvar 2

2

2

2
2

2

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛ θ−
+

−θ
=θ

αα z
u

z
l i

ii
i

i  (12) 

We have 

 ( ) ,1 2

V
snl ii

i
−

=  where ,~,...,,2,1 2
21 α−χ= Vki  (13) 

( ) ,1 2

U
snu ii

i
−

=  where .~,...,,2,1 2
2αχ= Uki  (14) 

Therefore, the lower limit L for the common variance θ  is given by 

( ( ) )∑
= α

α−
−θ

−θ=
k

i

i
i

z
lzL

1
2

2

2
21 .

ˆ
11ˆ  

Similarly, the upper limit U for the common variance θ  is given by 

( ( ) )∑
= α

α−
θ−

+θ=
k

i

i
i

z
uzU

1
2

2

2
21 .

ˆ
11ˆ  
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Hence, the adjusted MOVER 1 solution for confidence interval 
estimation is 

( ( ) ) ( ( ) )

.

ˆ

1ˆ,

ˆ

1ˆ

1
2

2
2

21

1
2

2
2

21

⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

θ−

+θ

−θ

−θ

∑∑
=

α
α−

=

α
α− k

i
i

i

k

i i
i u

z
z

l

z
z  (15) 

2.4. The adjusted method of variance estimates recovery 2 approach 

The adjusted method of variance estimates recovery 2 (the adjusted 
MOVER 2 approach) uses the concepts same as the adjusted MOVER 1 
approach. 

From the ith sample, we are of interest to construct a ( )%1100 α−  two-

sided confidence interval ( )UL,  for common variance .2
iσ=θ  

Let ( ) ( ) ( ) ( ) ,...,,2,1,...,,, 221 kii
ki =σ=θθθ=θ  where the estimates 

( ) ( ) ( )kθθθ ˆ...,,ˆ,ˆ 21  are independent. The common normal variance θ  is 

weighted average of variance ( )iθ̂  based on k individual samples in (11). 
Therefore, the lower limit L and upper limit U for the common normal 
variance θ  are given by 

( ) ( ) .ˆˆ,ˆˆ 22 θ−+θ=−θ−θ= uUlL  

The maximum likelihood estimator of common variance θ  is ( ) .ˆ 2
i

i s=θ  

Thus ( ) ,2
i

i σ=θ  ki ...,,2,1=  is contained in confidence interval ( )ii ul ,  in 

(13) and (14). We have 

 ( ) ( ) ,12var 2

4

V
nsl ii

i
−

=  where ,~,...,,2,1 2
21 α−χ= Vki  (16) 

( ) ( ) ,12var 2

4

U
nsu ii

i
−

=  where .~,...,,2,1 2
2αχ= Uki  (17) 
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The common l, u which is a weighted average of ii ul ,  based on k individual 

samples defined as 

( ) ( ),var
1

var
1 1
∑ ∑
= =

=
k

i

k

i ii
i

ll
ll  (18) 

 ( ) ( )∑ ∑
= =

=
k

i

k

i ii
i

uu
uu

1 1
,var

1
var  (19) 

where ii ul ,  are defined in (13), (14) and ( ) ( )ii ul var,var  are defined in (16), 

(17), respectively. 

Therefore, the lower limit L for the common variance θ  is given by 

( ) .ˆˆ 2lL −θ−θ=  

Similarly, the upper limit U for the common variance θ  is given by 

( ) .ˆˆ 2θ−+θ= uU  

Hence, the adjusted MOVER 2 solution for confidence interval estimation is 

 ( ) ( ) .ˆˆ,ˆˆ 22 ⎟
⎠
⎞⎜

⎝
⎛ θ−+θ−θ−θ ul  (20) 

3. Simulation Studies 

A simulation study was performed with the coverage probabilities and 
average lengths of the common variance of the normal distributions for 
various combinations of the number of samples 4,2 == kk  and ,6=k  

the sample sizes ,1 nnn k ===  the values used for sample sizes were 

10, 30, 50, 100 and 200 the population mean of normal data within each 
sample [ ] [ ] [ ] 1,, 1211221 =μμμ==μμ==μ ++ kkkk  and ,35  and 

the population variance 2,12 =σ  and 4. In this simulation study, four 
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methods were compared, comprising of our proposed procedure the 
generalized confidence interval approach (the GCI approach), the large 
sample approach, the adjusted method of variance estimates recovery 1 
approach (the adjusted MOVER 1 approach) and the adjusted method of 
variance estimates recovery 2 approach (the adjusted MOVER 2 approach). 
For each parameter setting, 5000 random samples were generated, 2500 θR ’s 

were obtained for each of the random samples. 

Tables 1-3 present the coverage probabilities and average lengths for 2, 4 
and 6 sample cases, respectively. In 2, 4 and 6 sample cases, the adjusted 
MOVER 2 approach overestimated the coverage probabilities for all of the 
scenarios. The GCI approach, the large sample approach and the adjusted 
MOVER 1 approach provide the underestimates coverage probabilities for 
most of the scenarios, especially when the sample size is small. Additionally, 
the coverage probabilities of the adjusted MOVER 1 approach are better  
than the GCI approach and the large sample approach for all sample sizes, 
especially when k increases and the sample size is small. 

In this case, there is no need to see the average lengths from four 
intervals since the approach provides the coverage probability below another 
approach for all cases and needs the shortest average length. Finally, it was 
discovered that the adjusted MOVER 2 approach is a conservative 
confidence interval leading to the large length. Overall, the adjusted MOVER 
1 approach has the coverage probabilities close to the nominal confidence 
level at 0.95 when the sample size increases and the average length is the 
shortest. 
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Table 1. Empirical coverage probabilities (CP) and average length (AL) of 
approximate 95% two-side confidence bounds for common variance (based 
on 5000 simulations): 2 sample cases 

GCI approach 
Large sample 

approach 
The adjusted 

MOVER 1 approach
The adjusted 

MOVER 2 approach 
 

n Ratio* 2σ  
CP AL CP AL CP AL CP AL 

10 1 1 0.9228 1.4689 0.7554 1.1303 0.9264 1.7492 0.9678 2.3886 

  2 0.9222 2.9377 0.7494 2.2615 0.9228 3.4999 0.9694 4.7801 

  4 0.9256 5.9178 0.7524 4.5433 0.9260 7.0312 0.9708 9.5918 

 5/3 1 0.9266 1.4884 0.7668 1.1457 0.9270 1.7731 0.9710 2.4215 

  2 0.9194 2.9265 0.7440 2.2468 0.9270 3.4771 0.9682 4.7469 

  4 0.9222 5.8772 0.7536 4.5216 0.9256 6.9976 0.9714 9.5574 

30 1 1 0.9340 0.7777 0.8580 0.6926 0.9310 0.7891 0.9854 1.1000 

  2 0.9394 1.5610 0.8718 1.3918 0.9342 1.5858 0.9832 2.2109 

  4 0.9386 3.1022 0.8694 2.7679 0.9340 3.1538 0.9834 4.3976 

 5/3 1 0.9378 0.7771 0.8650 0.6919 0.9404 0.7884 0.9860 1.0989 

  2 0.9414 1.5563 0.8684 1.3853 0.9370 1.5784 0.9854 2.2002 

  4 0.9328 3.1059 0.8610 2.7622 0.9302 3.1473 0.9848 4.3851 

50 1 1 0.9408 0.5900 0.8942 0.5443 0.9384 0.5876 0.9866 0.8233 

  2 0.9456 1.1786 0.8994 1.0874 0.9446 1.1741 0.9894 1.6452 

  4 0.9430 2.3589 0.8998 2.1781 0.9396 2.3517 0.9876 3.2958 

 5/3 1 0.9430 0.5903 0.9028 0.5453 0.9404 0.5888 0.9884 0.8252 

  2 0.9416 1.1811 0.8974 1.0898 0.9394 1.1767 0.9880 1.6490 

  4 0.9430 2.3510 0.9002 2.1724 0.9454 2.3455 0.9890 3.2876 

100 1 1 0.9404 0.4054 0.9140 0.3869 0.9424 0.4017 0.9920 0.5655 

  2 0.9400 0.8134 0.9138 0.7759 0.9390 0.8058 0.9914 1.1340 

  4 0.9434 1.6260 0.9168 1.5501 0.9438 1.6097 0.9936 2.2654 

 5/3 1 0.9440 0.4075 0.9196 0.3888 0.9406 0.4038 0.9898 0.5683 

  2 0.9478 0.8146 0.9228 0.7766 0.9456 0.8065 0.9930 1.1350 

  4 0.9410 1.6214 0.9160 1.5487 0.9428 1.6083 0.9904 2.2639 

200 1 1 0.9486 0.2826 0.9356 0.2753 0.9486 0.2805 0.9938 0.3957 

  2 0.9494 0.5653 0.9394 0.5507 0.9478 0.5611 0.9934 0.7915 

  4 0.9512 1.1334 0.9428 1.1037 0.9518 1.1245 0.9944 1.5864 

 5/3 1 0.9408 0.2832 0.9312 0.2759 0.9410 0.2811 0.9918 0.3966 

  2 0.9414 0.5661 0.9270 0.5513 0.9434 0.5617 0.9888 0.7924 

  4 0.9466 1.1331 0.9354 1.1027 0.9452 1.1235 0.9914 1.5850 

*Ratio is defined as 21 μμ  
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Table 2. Empirical coverage probabilities (CP) and average length (AL) of 
approximate 95% two-side confidence bounds for common variance (based 
on 5000 simulations): 4 sample cases 

GCI approach Large sample 
approach 

The adjusted 
MOVER 1 approach

The adjusted 
MOVER 2 approach 

 
n Ratio* 2σ  

CP AL CP AL CP AL CP AL 

10 1 1 0.7838 0.9199 0.5872 0.7256 0.8884 1.1230 0.9722 2.0996 

  2 0.7824 1.8455 0.5812 1.4564 0.8908 2.2540 0.9752 4.2168 

  4 0.7822 3.6864 0.5880 2.9101 0.8874 4.5037 0.9690 8.4260 

 5/3 1 0.7828 0.9209 0.5884 0.7276 0.8894 1.1261 0.9716 2.1073 

  2 0.7842 1.8400 0.5886 1.4493 0.8880 2.2429 0.9692 4.1929 

  4 0.7970 3.7223 0.6080 2.9383 0.8978 4.5474 0.9740 8.5095 

30 1 1 0.8748 0.5483 0.7962 0.4769 0.9198 0.5434 0.9948 1.0604 

  2 0.8690 1.0961 0.7936 0.9552 0.9096 1.0884 0.9944 2.1247 

  4 0.8690 2.1921 0.7924 1.9102 0.9164 2.1765 0.9968 4.2491 

 5/3 1 0.8700 0.5469 0.7926 0.4764 0.9214 0.5428 0.9946 1.0597 

  2 0.8660 1.0914 0.7826 0.9517 0.9120 1.0844 0.9956 2.1172 

  4 0.8628 2.1836 0.7818 1.9016 0.9134 2.1667 0.9968 4.2292 

50 1 1 0.8888 0.4178 0.8412 0.3781 0.9204 0.4082 0.9976 0.8044 

  2 0.8832 0.8330 0.8388 0.7548 0.9256 0.8149 0.9980 1.6063 

  4 0.8956 1.6748 0.8514 1.5133 0.9280 1.6339 0.9988 3.2188 

 5/3 1 0.8902 0.4173 0.8454 0.3775 0.9266 0.4076 0.9984 0.8033 

  2 0.8882 0.8357 0.8428 0.7568 0.9212 0.8172 0.9980 1.6105 

  4 0.8886 1.6712 0.8404 1.5105 0.9234 1.6309 0.9986 3.2132 

100 1 1 0.9122 0.2886 0.8894 0.2721 0.9360 0.2826 0.9996 0.5609 

  2 0.9256 0.5774 0.9042 0.5449 0.9472 0.5659 0.9996 1.1235 

  4 0.9164 1.1538 0.8972 1.0894 0.9386 1.1313 0.9990 2.2461 

 5/3 1 0.9152 0.2885 0.8944 0.2722 0.9350 0.2826 0.9996 0.5611 

  2 0.9180 0.5772 0.8996 0.5448 0.9394 0.5658 1.0000 1.1234 

  4 0.9136 1.1556 0.8938 1.0886 0.9366 1.1305 0.9998 2.2439 

200 1 1 0.9314 0.2002 0.9208 0.1939 0.9466 0.1976 1.0000 0.3938 

  2 0.9348 0.4009 0.9228 0.3882 0.9444 0.3956 1.0000 0.7882 

  4 0.9348 0.8025 0.9270 0.7777 0.9452 0.7924 1.0000 1.5790 

 5/3 1 0.9298 0.2004 0.9226 0.1941 0.9438 0.1978 1.0000 0.3941 

  2 0.9380 0.4011 0.9272 0.3885 0.9472 0.3958 1.0000 0.7888 

  4 0.9302 0.8015 0.9240 0.7770 0.9440 0.7917 0.9998 1.5778 

*We set 4321 , μ=μμ=μ  and ratio is defined as 31 μμ  
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Table 3. Empirical coverage probabilities (CP) and average length (AL) of 
approximate 95% two-side confidence bounds for common variance (based 
on 5000 simulations): 6 sample cases 

GCI approach 
Large sample 

approach 
The adjusted 

MOVER 1 approach
The adjusted 

MOVER 2 approach 
 
n Ratio* 2σ  

CP AL CP AL CP AL CP AL 

10 1 1 0.6252 0.7460 0.4604 0.5723 0.8494 0.8858 0.9740 1.9932 

  2 0.6028 1.4719 0.4448 1.1317 0.8384 1.7514 0.9726 3.9406 

  4 0.6140 2.9531 0.4554 2.2731 0.8426 3.5179 0.9734 7.9216 

 5/3 1 0.6202 0.7423 0.4612 0.5699 0.8388 0.8820 0.9750 1.9838 

  2 0.6152 1.4826 0.4632 1.1424 0.8464 1.7680 0.9778 3.9829 

  4 0.6226 2.9641 0.4704 2.2884 0.8510 3.5415 0.9746 7.9842 

30 1 1 0.7766 0.4509 0.7196 0.3845 0.8904 0.4381 0.9976 1.0430 

  2 0.7694 0.9022 0.7152 0.7692 0.8868 0.8764 0.9976 2.0862 

  4 0.7820 1.8043 0.7232 1.5419 0.8950 1.7568 0.9976 4.1837 

 5/3 1 0.7770 0.4507 0.7166 0.3842 0.8884 0.4377 0.9978 1.0421 

  2 0.7762 0.9011 0.7192 0.7693 0.8912 0.8765 0.9980 2.0874 

  4 0.7696 1.8021 0.7140 1.5387 0.8842 1.7532 0.9978 4.1744 

50 1 1 0.8398 0.3437 0.8108 0.3077 0.9172 0.3322 0.9998 0.8004 

  2 0.8342 0.6880 0.8086 0.6149 0.9164 0.6639 0.9992 1.5992 

  4 0.8364 1.3753 0.8096 1.2281 0.9166 1.3260 0.9994 3.1933 

 5/3 1 0.8280 0.3432 0.8016 0.3068 0.9086 0.3313 0.9996 0.7980 

  2 0.8320 0.6862 0.8022 0.6138 0.9068 0.6628 0.9994 1.5965 

  4 0.8354 1.3761 0.8016 1.2300 0.9096 1.3280 0.9996 3.1983 

100 1 1 0.8866 0.2365 0.8756 0.2218 0.9282 0.2303 0.9998 0.5596 

  2 0.8880 0.4733 0.8808 0.4436 0.9330 0.4607 1.0000 1.1190 

  4 0.8956 0.9476 0.8882 0.8882 0.9344 0.9224 1.0000 2.2402 

 5/3 1 0.8770 0.2363 0.8668 0.2215 0.9288 0.2300 0.9998 0.5587 

  2 0.8836 0.4732 0.8736 0.4436 0.9276 0.4606 1.0000 1.1189 

  4 0.8852 0.9454 0.8792 0.8870 0.9274 0.9212 1.0000 2.2377 

200 1 1 0.9166 0.1641 0.9150 0.1585 0.9402 0.1614 1.0000 0.3939 

  2 0.9180 0.3278 0.9166 0.3167 0.9446 0.3227 1.0000 0.7872 

  4 0.9088 0.6554 0.9066 0.6332 0.9346 0.6452 1.0000 1.5739 

 5/3 1 0.9136 0.1638 0.9108 0.1583 0.9370 0.1612 1.0000 0.3934 

  2 0.9126 0.3279 0.9120 0.3169 0.9390 0.3229 1.0000 0.7876 

  4 0.9112 0.6554 0.9090 0.6338 0.9414 0.6458 1.0000 1.5754 

*We set 654321 , μ=μ=μμ=μ=μ  and ratio is defined as 41 μμ  
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4. An Empirical Application 

In this section, two real data examples are exhibited to illustrate the GCI 
approach, the large sample approach, the adjusted MOVER 1 approach and 
the adjusted MOVER 2 approach. The first data set compares two different 
procedures for the shear strength for steel plate girders. Data for nine girders 
for two of these procedures, Karlsruhe method and Lehigh method [20], 
testing the hypothesis of equal mean treatment effects. Under the assumption 
are normality, homogeneity of variance, and independence of errors. The 
Shapiro-Wilk normality test indicates that the two sets of data come from 
normal populations and the variances were homogeneous by Levene’s test. 
The sample variances of the normal data were 0.0213 and 0.0024 for 
Karlsruhe method and Lehigh method, respectively. Using the GCI approach, 
the generalized confidence interval for the overall variance was (0.0012, 
0.0104) with the length of interval 0.0092. The confidence interval by the 
large sample approach was (0.0003, 0.0050) with the length of interval 
0.0047. In comparison, the confidence interval by the adjusted MOVER 1 
approach was (0.0014, 0.0092) with the length of interval 0.0078 and the 
confidence interval by the adjusted MOVER 2 approach was (0.0012, 
0.0098) with the length of interval 0.0086. 

The second example was blood sugar levels (mg/100g) measured from 
ten animals of five different breeds [21] for testing the hypothesis of equality 
of means for the five breeds. The data on the five set were tested from normal 
populations by Shapiro-Wilk normality test and the variances were 
homogeneous by Levene’s test. The sample variances of the normal data 
were 84.0000, 124.6667, 126.5444, 101.1111 and 173.1667 for breeds A,        
B, C, D and E, respectively. Using the GCI approach, the generalized 
confidence interval for the overall variance was (56.9113, 156.9829) with the 
length of interval 100.0716. The confidence interval by the large sample 
approach was (62.6062, 155.0373) with the length of interval 92.43106. In 
comparison, the confidence interval by the adjusted MOVER 1 approach was 
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(82.4669, 225.5117) with the length of interval 143.0447 and the confidence 
interval by the adjusted MOVER 2 approach was (51.4854, 362.6868) with 
the length of interval 311.2013. Hence, the results from above two examples 
show that the adjusted MOVER 1 approach is shorter than the adjusted 
MOVER 2 which supports the simulation results. 

5. Discussion and Conclusions 

This paper has presented a simple approach to construct confidence 
intervals for the common variance of normal distributions. The proposed 
confidence intervals were constructed by four approaches, the GCI approach, 
the large sample approach, the adjusted MOVER 1 approach and the adjusted 
MOVER 2 approach. The adjusted MOVER 2 approach provided coverage 
probabilities more than the confidence level at 0.95 and is better than           
the adjusted MOVER 1 approach, the GCI approach and the large sample 
approach for all sample sizes. For sample sizes are large, the adjusted 
MOVER 1 approach provided coverage probabilities close to nominal level 
0.95 and is better than the GCI approach and the large sample approach. 

The average lengths increased when the value of 2σ  increased for four 
approaches. In this study, the researchers need an approach to provide 
coverage probability close to nominal level 0.95 and have the shortest 
average length. The results indicated that the confidence interval for the 
common variance of normal distributions based on the adjusted MOVER 1 
approach outperforms other approaches. 
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