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Abstract 

A hypergraph is an ordered pair ( ),, EVH =  where V is a finite 

nonempty set called vertices and E is a collection of subsets of V, 
called hyperedges or simply edges. A subset T of vertices in a 
hypergraph H is called a vertex cover if T has a nonempty intersection 
with every edge of H. The vertex covering number ( )Hτ  of H is the 

minimum size of a vertex cover in H. Let ( )iH ,C  be the family of 

vertex covering sets of H with cardinality i and let ( )iHC ,  be         

the cardinality of ( )., iHC  The polynomial ( )( )
( )∑ τ=
HV
Hi

ixiHC ,  is 
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defined as vertex cover polynomial of H. For a graph ( ),, EVG =  

GH  denotes the hypergraph with vertex set V and edge set 

( ){ }.VxxNG ∈|  In this paper, we prove that the total domination 

polynomial of a connected graph G is the vertex cover polynomial of 
.GH  Using this result, we determine total domination polynomials of 

splitting graphs of order k of paths and cycles. Moreover, we introduce 

the terminology of iterated splitting graph ( )GSi  of a graph G and 

determine its total domination polynomials. 

1. Introduction 

All graphs considered in this paper are simple and connected unless 
otherwise stated. Notations and definitions not given here can be found in        
[1, 4, 8]. A graph is an ordered pair ( ) ( )( ),, GEGVG =  where ( )GV  is a 

finite nonempty set and ( )GE  is a collection of 2-point subsets of V. The sets 

( )GV  and ( )GE  are the vertex set and edge set of G, respectively. The open 

neighbourhood of a vertex ( )GVv ∈  is ( ) ( ){ }.GEuvVuvNG ∈|∈=  If the 

graph G is clear from the context, then we write ( )vN  rather than ( ).vNG  A 

total dominating set, abbreviated TD-set, of a graph ( )EVG ,=  with no 

isolated vertex is a set S of vertices of G such that every vertex is adjacent to 
a vertex in S. If no proper subset of S is a TD-set of G, then S is a minimal 
TD-set of G. The total domination number of G, denoted by ( ),Gtγ  is the 

minimum cardinality of a TD-set of G. A TD-set of G of cardinality ( )Gtγ  is 

called a ( )Gtγ -set. Let ( )iGt ,D  be the family of total dominating sets        

of G with cardinality i and let ( ) ( ) .,, iGiGd tt D=  The polynomial 

( ) ( )
( )

( )
∑
γ=

=
GV

Gi

i
tt

t

xiGdxG ,,D  is defined as total domination polynomial of 

G. A hypergraph ( )EVH ,=  is a finite nonempty set ( )HVV =  of 

elements called vertices, together with a finite multiset ( )HEE =  of subsets 

of V, called hyperedges or simply edges. The order and size of H are V  
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and ,E  respectively. A k-edge in H is an edge of size k. A subset T of 

vertices in a hypergraph H is a transversal (also called vertex cover) if T has 
a nonempty intersection with every edge of H. The transversal number ( )Hτ  

of H is the minimum size of a transversal in H. For further information on 
hypergraphs, refer [3]. Let ( )iH ,C  be the family of vertex covering sets of 

H with cardinality i and let ( ) ( ) .,, iHiHC C=  The polynomial ( ) =xH ,C  

( )
( )

( )
∑
τ=

HV

Hi

ixiHC ,  is defined as vertex cover polynomial of H. For a graph 

( ),, EVG =  the ( )GONH  or GH  is the open neighbourhood hypergraph 

of G; ( )CVHG ,=  is the hypergraph with vertex set ( ) VHV G =  and with 

edge set ( ) ( ){ }VxxNCHE GG ∈|==  consisting of the open neighbourhoods 

of vertices of V in G. 

Theorem 1.1 [7]. The ONH of a connected bipartite graph consists of 
two components, while the ONH of a connected graph that is not bipartite is 
connected. 

Theorem 1.2 [8]. If G is a graph with no isolated vertex and GH  is the 

ONH of G, then ( ) ( ).Gt HG τ=γ  

Theorem 1.3 [9]. ( ) ( ) ( )[ ].,,, 21 xCDxCDxxCD ntntnt −− +=  

The corona 1KG D  of a graph G is the graph obtained from G by adding 

a pendant edge to each vertex of G. The splitting graph of G is defined as, for 
each vertex v of G, take a new vertex v′  and join v′  to all vertices of G 
adjacent to v. The graph ( )Gspl  thus obtained is called the splitting graph of 

G. The splitting graph of order k of a graph G, denoted by ( )Gsplk  is 

defined as for each vertex v of G, take k new vertices kvvv ...,,, 21  and join 

each of these vertices to all vertices of G adjacent to v. The iterated splitting 

graph ( )GSi  of a graph G is defined as ( ) ( ( )),1 GSSGS ii −=  where ( )GS1  

denotes the splitting graph ( )Gspl  of G. 
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2. Main Results 

Theorem 2.1. The total domination polynomial of a connected bipartite 
graph G is the product of the vertex cover polynomials of the two 
components of ,GH  while the total domination polynomial of a connected 

graph that is not bipartite is the vertex cover polynomial of .GH  

Proof. The proof follows immediately from the definitions of total 
dominating set of G and vertex cover polynomial of .GH  
 

Using Theorem 2.1, we can easily prove Theorems 2.2 and 2.3 due to 
Chaluvaraju and Chaitra [2]. 

Theorem 2.2. ( ) [( ) ][( ) ].1111,, −+−+= nm
nmt xxxKD  

Proof. Let ( )YX ,  be the bipartition and GH  be the open neighbourhood 

hypergraph of ., nmK  Then ( ) { }YXHE G ,=  and the vertex cover polynomial 

of GH  is 

.
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Thus the proof follows by Theorem 2.1. 
 

Theorem 2.3. Let G be a connected graph with n vertices. Then 

( ) ( ) .1,1
nn

t xxxKGD +=D  

Proof. Let ( ) { }nGV ...,,3,2,1=  and naaaa ...,,,, 321  be the new 

vertices of 1KG D  such that ( ) { }iaN i =  for ....,,3,2,1 ni =  So if S is a 

total dominating set of ,1KG D  then { } ....,,3,2,1 Sn ⊆  Therefore, 

( ) ( ) .1
21

, 21
1

nnnnnnn
t xxx

n
n

x
n

x
n

xxKGD +=⎟
⎠
⎞

⎜
⎝
⎛++⎟

⎠
⎞

⎜
⎝
⎛+⎟
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⎜
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⎛+= +++ "D  

This completes the proof. ~ 
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Theorem 2.4. If nmB ,  is the bistar graph, then ( ) =xBD nmt ,,  

( ) .12 nmxx ++  

 

Figure 1. The graph ., nmB  

Proof. Let us label the vertices of nmB ,  as shown in Figure 1. Since 

( ) { },...,,,, 21 muuuvuN =  ( ) { },...,,,, 21 nvvvuvN =  ( ) { }uuN i =  and ( )ivN  

{ },v=  a set S is a TD-set of nmB ,  if and only if { } ., Svu ⊆  So the TD-

polynomial is 

( ) nm
nmt x

nm
nm

x
nm

x
nm

xxBD +⎟
⎠
⎞

⎜
⎝
⎛

+
+

++⎟
⎠
⎞

⎜
⎝
⎛ +

+⎟
⎠
⎞

⎜
⎝
⎛ +

+= "432
, 21

,  

( ) .12 nmxx ++=  

This completes the proof. ~ 

Theorem 2.5. Let G and H be graphs of order m and n, respectively. 

Then ( ) [( ) ][( ) ] ( ) ( ).,,1111, xHDxGDxxxHGD tt
nm

t ++−+−+=∨  

Proof. If ( ) ( ),HVGVS ∪⊆  such that ( ) ∅≠GVS ∩  and ( )HVS ∩  

,∅≠  then S is a TD-set of .HG ∨  Moreover, if S is a TD-set of                    

G or H, then S is a TD-set of .HG ∨  Therefore, ( ) =∨ xHGDt ,  

[( ) ][( ) ] ( ) ( ).,,1111 xHDxGDxx tt
nm ++−+−+  ~ 
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Theorem 2.6. ( ) [ ( )] .,, 2
2 xCxCD nnt C=  

Proof. The ONH of nC2  consists of two components isomorphic to .nC  

Therefore, the proof follows from Theorem 2.1. ~ 

Lemma 2.7. If G is bipartite, then ( )Gsplk  and ( )GSk  are bipartite. 

Proof. Let ( )YX ,  be the bipartition of G and ,X ′  Y ′  be collections of 

new vertices of ( )Gsplk  corresponding to the vertices of X and Y, 

respectively. Then XX ′∪  and YY ′∪  are the partite sets of ( ).Gsplk  

Similarly, we can show that ( )GSk  is bipartite. ~ 

Theorem 2.8. ( ) ( ) ( )[ ].,,, 21 xCxCxxC nnn −− += CCC  

Proof. The proof follows from Theorem 1.3 and from the definition of 
vertex cover polynomial. ~ 

Theorem 2.9. If 

( ) ,, 1
1

2
2

1
1

n
n

n
n

s
s

s
s

s
sn xbxbxbxbxbxC +++++= −

−
+

+
+

+ "C  

then ( ) ,
21

, 211 jssss b
j
nk

b
j
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b
j

nk
bjsGC +++ ++⎟
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⎜
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−
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⎠
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⎜
⎝
⎛=+ "  where 

1G  is a component of ONH of ( )n
k Cspl 2  and rb

r
n

==⎟
⎠
⎞

⎜
⎝
⎛ 0  if .nr >  

Proof. Let { }12...,,5,3,1 −= nX  and { }nY 2...,,6,4,2=  be the 

bipartitions of .2nC  Let 1G  be the component of ( ( ))n
k CsplONH 2  

corresponding to the partite set .XX ′∪  For ,...,,3,2,1 ki =  let iv  denote 

the new vertex in ( ),2n
i Cspl  corresponding to the vertex v in .2nC  Then 

( ) { }21 =iN  and ( ) { }122 −= nnN i  and for v in { },12...,,4,3,2 −n  ( )ivN  

{ }.1,1 +−= vv  So if S is a vertex covering set of nC  with ( ) =nCV  

{ },2...,,6,4,2 n  then S is a vertex covering set of .1G  Also, ( ( ))n
k CsplV 2  
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consists of ( ) nk 21+  vertices. So if ( ) sCn =τ  and nC  has jsb +  vertex 

covering subsets of order ,js +  then 1G  has +⎟
⎠
⎞

⎜
⎝
⎛

−
+⎟

⎠
⎞

⎜
⎝
⎛

+ 11 j
nk

b
j

nk
b ss  

jss b
j
nk

b ++ ++⎟
⎠
⎞

⎜
⎝
⎛

−
"

22  vertex covering sets of order .js +  This completes 

the proof. 
 

Theorem 2.10. If 1G  is a component of ONH of ( ),2n
k Cspl  then 

( ( )) ( )[ ] .,, 2
12 xGxCsplD n

k
t C=  

Proof. The proof follows from Theorems 2.1 and 2.9. ~ 

Theorem 2.11. If 
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,jsb ++  where 1G  is a component of ONH of ( ),2n
k CS  where =⎟

⎠
⎞

⎜
⎝
⎛

r
n

 

rb=0  if .nr >  

Proof. Let { }12...,,5,3,1 −= nX  and { }nY 2...,,6,4,2=  be the 

bipartitions of .2nC  Let 12531 ...,,,, −′′′′ naaaa  be the vertices of a component 

1G  of ONH of ( )n
k CS 2  of degree 2. Let ( ) { } ( ) { },4,2,2,2 31 =′=′ aNnaN  

( ) { } ( ) { }.2,22...,,6,4 125 nnaNaN n −=′=′ −  If ( ),1GVv ∈  then there is a 

vertex ia′  such that ( ) ( ).vNaN i ⊆′  So if S is a vertex covering set of nC  

with ( ) { },2...,,6,4,2 nCV n =  then S is a vertex covering set of .1G  Also, if 

( ) ,nGV =  then ( ( )) .2 nGSV kk =  So if ( ) sCn =τ  and nC  has jsb +  

vertex covering subsets of order ,js +  then 1G  has ( ) +⎟⎟
⎠

⎞
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⎝

⎛ −
j
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s
12  
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( ) ( )
js

k
s

k
s b
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.js +  This completes the proof. ~ 

Theorem 2.12. If 1G  is a component of ONH of ( ),2n
k CS  then 

( ( )) ( )[ ] .,, 2
12 xGxCSD n

k
t C=  

Proof. The proof follows from Theorems 2.1 and 2.11. ~ 

Theorem 2.13. If n is odd and ( ) 2
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Proof. Since n is odd, ( )nCONH  is isomorphic to nC  and ( ) =xCn ,C  

( )., xCD nt  The rest of the proof is exactly similar to Theorem 2.9. ~ 

Theorem 2.14. If n is odd and ( ) 2
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1
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Proof. Since n is odd, ( )nCONH  is isomorphic to nC  and ( ) =xCn ,C  

( )., xCD nt  The rest of the proof is exactly similar to Theorem 2.11. ~ 
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Next, we determine the total domination polynomials of ( )n
k Pspl  and 

( ).n
k PS  

Let nP′  be the graph shown in Figure 2. 

 

Figure 2. The graph .nP′  

Theorem 2.15. ( ) ( ) ( ).,,1, 21 iPCiPCiPC nnn −− ′+′=+′  

Proof. Let ( ) ,, 11 AAiP nn ∪−− =′C  where { ( )iPSSA nn ,11 −− ′∈|= C  

and }Sn ∈− 1  and ( ) .\, 11 −−′= nn AiPA C  Then ( ).,2 iPA n−′⊆ C  Also, let 

( ) .\,2 AiPB n−′= C  If ,1−∈ nAS  then { } ( ).1, +′∈ iPnS nC∪  If ,AS ∈   

then { }1−nS ∪  and { } ( ).1, +′∈ iPnS nC∪  If ,BS ∈  then { }∈− 1nS ∪  

( ).1, +′ iPnC  

Conversely, let ( ).1, +′∈ iPS nC  Then either Sn ∈− 1  or Sn ∈  or 

both. 

Case 1. Sn ∈− 1  and .Sn ∉  In this case, { } .1\ BAnS ∪∈−  

Case 2. Sn ∉− 1  and .Sn ∈  In this case, { } .\ AnS ∈  

Case 3. Sn ∈− 1  and .Sn ∈  In this case, { } .\ 1−∈ nAnS  Therefore, 

 ( ) ( ) ( ).,,21, 211 iPCiPCBAAiPC nnnn −−− ′+′=++=+′  ~ 

Theorem 2.16. ( ) ( ) ( )[ ],,,, 21 xPxPxxP nnn −− ′+′=′ CCC  with initial values 

( ) ( ) .2,,, 32
3

2
2 xxxPxxxP +=′+=′ CC  

Proof. The proof follows immediately from Theorem 2.15. ~ 
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Theorem 2.17. ( ) ( )[ ] .,, 2
2 xPxPD nnt ′= C  

Proof. The open neighbourhood hypergraph of nP2  consists of two 

components isomorphic to .nP′  Then, by Theorem 2.1, ( ) =xPD nt ,2  

( )[ ] ., 2xPn′C  ~ 
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This completes the proof. ~ 

Theorem 2.19. If 1G  is a component of ONH of ( ),2n
k Pspl  then 

( ( )) ( )[ ] .,, 2
12 xGxPsplD n

k
t C=  

Proof. The proof follows immediately from Theorems 2.1 and 2.18. ~ 



Total Domination Polynomials of Some Splitting Graphs 341 

Theorem 2.20. If the vertex cover polynomial of nP′  is ( ) s
sn xbxP =′ ,C  
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Proof. Observe that ( ( )) ,2 1
2 nPSV k

n
k +=  ( ) nGV k21 =  and ( )nPV ′  

.n=  The remaining part can be proved as in Theorem 2.18. ~ 

Corollary 2.21. If 1G  is a component of ( ( )),2n
k PSONH  then 

( ( )) ( )[ ] .,, 2
12 xGxPSD n

k
t C=  

Proof. The proof is obvious. ~ 

Let nP ′′  be the graph shown in Figure 3. 

 

Figure 3. .nP ′′  

Theorem 2.22. ( ) ( ) ( )[ ]xPxPxxP nnn ,,, 21 −− ′′+′′=′′ CCC  with initial values 

( ) 2
2, xxP =′′C  and ( ) ., 32

3 xxxP +=′′C  

Proof. Let ( ).,2 iPS n−′′∈C  Then { } ( ).1, +′′∈ iPnS nC∪  If ( ),,1 iPS n−′′∈C  

then { } ( ).1, +′′∈ iPnS nC∪  Conversely, if ( ),1, +′′∈ iPS nC  then either ∈S  

( )iPn ,1−′′C  or ( ).,2 iPS n−′′∈ C  Hence, ( ) ( ) ( ).,,1, 21 iPCiPCiPC nnn −− ′′+′′=+′′  

Therefore, ( ) ( ) ( )[ ].,,, 21 xPxPxxP nnn −− ′′+′′=′′ CCC  ~ 
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Observation 2.23. ( ) ( ) ( )[ ]xPxPxxP nnn ,,,2 1 CCC +=+ +  with initial 

values ( ) 2
2 2, xxxP +=C  and ( ) .3, 32

3 xxxxP ++=C  

Theorem 2.24. ( ) ( )[ ] ( )[ ].,,, 112 xPxPxPD nnnt ++ ′′= CC  

Proof. Let { }12...,,5,3,1 −= nX  and { }nY 2...,,6,4,2=  be the 

partite sets of .12 +nP  Let 1G  and 2G  be the components of ( )12 +nPONH  

corresponding to the open neighbourhoods of vertices in X and Y, 
respectively. Then 1G  is isomorphic to nP ′′  and 2G  is isomorphic to .12 +nP  

Therefore, the result follows from Theorem 2.1. ~ 
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+ "  where 0==⎟
⎠
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 if nr >  

and 0=rc  if .1+> nr  

Proof. For ,...,,2,1 ki =  let iv  be the new vertex corresponding          

to the vertex v in ( )12 +n
k Pspl  and { ( ) }iii nX 12...,,3,1 +=  and =Y  

{ ( ) }iii n2...,,4,2  be the partite sets. Let 1G  and 2G  be the components of 

( ( ))12 +n
k PsplONH  corresponding to X and Y, respectively. Then as in the 

previous results, we can prove the result immediately. ~ 

Corollary 2.26. If 1G  and 2G  are the components of 

( ( )),12 +n
k PsplONH  then 

( ( )) ( ) ( ).,,, 1112 xGxGxPsplD n
k

t CC=+  
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Proof. The proof is obvious. ~ 

Observation 2.27. Adopting the procedure in Theorem 2.25, we can 

easily derive the total domination polynomial of ( )12 +n
k PS  also. 
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