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Abstract 

A test procedure is derived for comparing two log-logistic population 
medians in the presence of undetected data. It is assumed that two 
independent samples of sizes 1n  and 2n  are available from two log-

logistic populations ( )11, γθLLD  and ( )., 22 γθLLD  The expectation 

maximization (EM) algorithm is used to estimate the parameters in 
four cases: ( ),, 21211 γ=γθ=θH  ( ),, 21212 γ=γθ≠θH  ( ,213 θ=θH  

)21 γ≠γ  and ( )., 21214 γ≠γθ≠θH  A guidance is described for 

testing the equality of the two medians ( 210 : θ=θH  versus 

).: 21 θ≠θrH  Two procedures are recommended for this test, 

depending on whether the coefficients of variation are equal 
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( )210 : γ=γH  or not ( ).: 210 γ≠γH  Asymptotic chi-square tests 

are used in the recommended guidance. A case study example of the 
method is provided using data of vehicle exhaust emissions test. 

1. Introduction 

In general, there are two approaches to compare two populations 
containing undetected data, which are the parametric approach and the 
nonparametric approach. In the parametric approach and the case of two 
normal populations, Stoline [5] proposed using the test of equality of two 
population medians to compare two populations containing undetected data. 
Meanwhile, Zhong et al. [7] used the information of likelihood function to 
compare two populations containing undetected data. For the same case, a 
standard test such as the T test is often used by researchers (Zhong et al. [7]). 
In the nonparametric approach, Zhong et al. [7] used the permutation test. 

The undetected data are frequently found in environmental data. In 
addition to the lognormal distribution, other distribution that can be used           
to model environmental data is a log-logistic distribution (Warsono [6]). 
Mutaqin and Kudus [3] discussed the permutation test to compare the two 
log-logistic population medians for the undetected data. Research results of 
Mutaqin [2] showed that for the data containing a single detection limit,     
the permutation test is appropriate for the case of a large sample size, low 
percentages of the undetected observations and big difference of the 
coefficients of variation. Meanwhile, for the data containing multiple 
detection limits, the permutation test is appropriate for the case of a large 
sample size, unequal percentages of the undetected observations and big 
difference of the coefficients of variation. 

In this paper, a test procedure to compare two log-logistic population 
medians in the presence of undetected data is proposed. The expectation 
maximization (EM) algorithm is used to estimate the parameters of two        
log-logistic distributions. Asymptotic chi-square tests are used in the test 
procedure. A case study example of the method is provided using data of 
vehicle exhaust emissions test. 
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2. Log-logistic Distribution 

The probability density function of the log-logistic distribution with a 
scale parameter 0>τ  and a location parameter ∞<β<∞−  is (Warsono 

[6]) 
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Mutaqin et al. [4] discussed EM algorithm to estimate the parameters τ  

and .β  Let ,τ=γ  and .τβ−=θ e  According to the reparameterization, we 

obtain the probability density function of the log-logistic distribution 
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where 0>γ  is a shape parameter, and 0>θ  is a scale parameter (Klugman 

et al. [1]). It can be shown that the median of the log-logistic distribution is 
,θ=M  and the coefficient of variation is 
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It is noted that the median depends only on ,θ  and the coefficient of 

variation depends only on .γ  

3. Permutation Test for the Equality of Two Log-logistic 
Population Medians 

Let 11, γθ  and 22, γθ  be the parameters of two log-logistic populations, 
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respectively. Let the medians of the two log-logistic populations be 1M            

and .2M  The two medians are statistically equal whenever hypothesis 

210 : θ=θH  is accepted. For the homogeneous ( )21 γ=γ  case, the means 

and the variances of two log-logistic populations may differ, but the 
coefficients of variation are equal. Whenever hypothesis 210 : θ=θH  is 

accepted in the homogeneous case, it can be inferred that the two log-logistic 
populations are identical. For the heterogeneous ( )21 γ≠γ  case, whenever 

hypothesis 210 : θ=θH  is accepted, it can be inferred that the two log-

logistic medians are identical. 

Mutaqin and Kudus [3] discussed hypothesis test 210 : θ=θH  versus 

211 : θ≠θH  using permutation test. Let 1111 ...,, nXX  and 2221 ...,, nXX  

denote independent samples of sizes 1n  and 2n  from the two log-logistic 

populations ( )11, γθLLD  and ( ),, 22 γθLLD  respectively. For each 

realization, ,ijx  it is assumed that there exists a detection limit ,ijL  for 

2,1=i  and ....,,2,1 inj =  If ijx  is quantified above the detection limit, 

then the observation value ijx  is reported. Otherwise, if ijx  is quantified 

below the detection limit, then a left-censored realization ijij Lx =  is 

reported. Let us assume that the first ir  realizations for sample i are 

uncensored and that the last ii rn −  realizations for sample i are each left-

censored for .2,1=i  The detailed steps of the permutation test for 

hypothesis 210 : θ=θH  versus 211 : θ≠θH  can be found in Mutaqin and 

Kudus [3]. 

4. The Proposed Test Procedure 

According to the research results of Stoline [5], we define four 
hypotheses: 

;,: 21211 γ=γ=γθ=θ=θH  

;,: 21212 γ=γ=γθ≠θH  
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;,: 21213 γ≠γθ=θ=θH  

.,: 21214 γ≠γθ≠θH  

Four tests are proposed using the hypotheses defined above. These are: 

Test 1: 1H  versus ;4H  (1) 

Test 2: 2H  versus ;4H  (2) 

Test 3: 1H  versus ;2H  (3) 

Test 4: 3H  versus .4H  (4) 

The following are the three steps for the recommended test strategy: 

Step 1. Test the overall homogeneity of the two log-logistic populations 
using test 1 with p-value .1p  

Step 2. Preliminary test of homogeneity of the coefficients of variation (at 

level )∗α  using test 2 with p-value .2p  

Step 3. Test of the equality of the two medians: use test 3 if ∗α>2p  (a 

homogeneous case); use test 4 if ∗α<2p  (a heterogeneous case). 

Asymptotic chi-square tests are used for tests 1-4 above. The expectation 
maximization (EM) algorithm is used to estimate the parameters in           
four cases: ( ),, 21211 γ=γθ=θH  ( ),, 21212 γ=γθ≠θH  ( ,213 θ=θH  

)21 γ≠γ  and ( )., 21214 γ≠γθ≠θH  

The expectation of the log-likelihood function (E-step in EM algorithm) 
for case γ=γ=γθ=θ=θ 21211 ,:H  is 
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where 
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where ( )γθ⋅ ,;F  is the cumulative distribution function of the log-logistic 

distribution. The next step (M-step) is to maximize 1l  obtaining parameter 

estimates in the case of .1H  The parameters that maximize 1l  are solutions of 

the following equations: 
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The expectation of the log-likelihood function (E-step in EM algorithm) 
for case 21212 ,: γ=γθ≠θH  is 
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The next step (M-step) is to maximize 2l  obtaining parameter estimates 

in the case of .2H  The parameters that maximize 2l  are solutions of the 

following equations: 
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The expectation of the log-likelihood function (E-step in EM algorithm) 
for case 21213 ,: γ≠γθ=θH  is 
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The next step (M-step) is to maximize 3l  obtaining parameter estimates 

in the case of .3H  The parameters that maximize 3l  are solutions of the 

following equations: 
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The expectation of the log-likelihood function (E-step in EM algorithm) 
for case 21214 ,: γ≠γθ≠θH  is 
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The next step (M-step) is to maximize 4l  obtaining parameter estimates 

in the case of .4H  The parameters that maximize 4l  are solutions of the 

following equations: 
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Asymptotic α -level chi-square tests can be described as follows (for 
tests 1-4, respectively): 

( ) ,~2 2
1,241

2
1 α−χ−−=χ ll  

( ) ,~2 2
1,142

2
2 α−χ−−=χ ll  

( ) ,~2 2
1,121

2
3 α−χ−−=χ ll  

( ) ,~2 2
1,143

2
4 α−χ−−=χ ll  

where 2
1, α−χr  is the upper α -point for a chi-square random variable with r 

degree of freedom. The values of ,,, 321 lll  and 4l  are defined in equations 

(5), (6), (7) and (8), respectively. 

5. Numerical Example 

In this section, we apply the proposed test procedure on the data of 
vehicle exhaust emissions test. The data are concentration of carbon 
monoxide (CO) of automobiles from two manufacturers A and B. The data 
values (in percentage) are presented in Table 1. 
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Our results show that the p-values of test 1, test 2 and test 3 are 0.5925, 
0.6162 and 0.9615, respectively. Based on the results, it can be inferred            
that the two distributions of CO concentration of automobiles from two 
manufacturers A and B are identical. 

Table 1. Concentration of CO (in percentage) 

Manufacturer A Manufacturer B 

0.00* 0.00* 
0.01 0.00* 
0.01 0.01 
0.01 0.01 
0.02 0.01 
0.02 0.01 
0.03 0.01 
0.05 0.02 
0.09 0.02 
2.21 0.02 
2.29 0.17 

 0.18 
 0.47 
 1.50 
 2.53 

                                      *undetected (detection limit 0.01) 

6. Conclusion 

In this paper, we proposed a procedure to test for the equality of two     
log-logistic population medians in the presence of undetected data. The 
procedure can also be used to test for the equality of two log-logistic 
population coefficients of variation and to test for the equality of two log-
logistic population distributions. Asymptotic chi-square tests are used to test 
the hypotheses in the procedure. The EM algorithm is used to estimate the 
parameters in the hypotheses in the procedure. 
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