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Abstract 

Imports are regarded as an important factor in contributing to           

the economic growth. Specifically, this study proposes a composite       

model for predicting the future imports of machinery and transport 

equipments in the Malaysian context. In this study, a proposed 

composite model (with regression processing of autocorrelation) was 

employed for extracting information that increases the accurate 

prediction of the size of future imports as well as enhances      

forecasting methods in Malaysia and compares with commonly          

used methods including regression method, ARIMA models, 

composite model (without regression processing), and simple seasonal 

exponential smoothing model. The forecasting results of this study 

reveal that the proposed composite model (with regression processing 

of autocorrelation) offers more probabilistic information that improves 
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the forecasting of Malaysian imports of machinery and transport 
equipment than other models. The proposed model offers a good 
solution to the problem of autocorrelation in residuals. The emerging 
problem cannot be processed in the regression model; it can be 
processed only through the composite model (without regression 
processing). 

Abbreviations 

MTE refers to machinery and transport equipments. SSES refers to 
seasonal exponential smoothing. RM-WOP is simple for regression model 
(without processing). RM-WPA refers to regression model (with processing 
of autocorrelation). CM-WRP is a composite model (with regression 
processing). CM-WORP refers to composite model (without regression 
processing). CM-WRPA is a composite model (with regression processing  
of autocorrelation). CM-WRPH refers to composite model (with regression 
processing of heteroscedasticity). CM-WRPHA is simple for composite 
model (with regression processing of heteroscedasticity and autocorrelation). 

Introduction 

Previous studies have defined the relationship between imports               
and economic growth. Imports seriously affect and significantly facilitate 
economic growth and development. 

In the Malaysian context, previous studies intended to develop a model 
for predicting Malaysian imports. These studies applied various statistical 
methods [1-5]. Most of such studies used an ordinary least square regression 
method as basis in which the response variable is the value of imports and 
the explanatory variables are the GDP and prices. Osman [6] determined the 
best-fitted model among exponential smoothing methods, while Shabri et al. 
[7] developed a model to predict the yields of rice imports in Malaysia using 
two methods of artificial neural network (ANN) predictability, namely, the 
statistical autoregressive integrated moving average and double exponential 
smoothing. 
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The composite model (combining regression and ARIMA) is a confirmed 
valuable for predicting a better forecast than using the two techniques 
separately. Another previous study [8] proposed two composite models, 
namely, the CM-WRPH and CM-WRPHA, to forecast the value of imports 
in Malaysia. 

The overall purpose of this study is to propose a composite model to 
forecasting the values of imports in Malaysia and the proposed approach is 
compared empirically with other used methods in terms of the measurement 
criteria on the forecasting performance. 

Material and Methods 

Material. This section describes the case study which is regarded as         
an effective research approach to investigating and comparing the proposed 
model and other relevant models. This case study is adopted based on the 
steps discussed below. 

Data collection. The efficiency and reliability of the proposed 
forecasting model, which used data on the imports of MTE in Malaysia 
covering period of 23 years have been tested and demonstrated. In particular, 
the period covered by the data is from the first quarter of 1991 to the fourth 
quarter of 2013. Figure 1 and Table 1 illustrate the period of data collection 
in conjunction with the definitions and sources. 

 
Figure 1. Time series of imports of MTE (Q1: 1991-Q4: 2013). 
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Table 1. Data, definition and sources 
Variable Definition Source 

The value of imports 
of MTE 

The value of imports of MTE from 
Malaysia, unit (Million RM) 

Department of Statistics of 
Malaysia 

The value of exports 
of MTE 

The value of exports of MTE from 
Malaysia, unit (Million RM) 

Department of Statistics of 
Malaysia 

PPI for the domestic 
economy 

The PPI (producer price index) for
the domestic economy is a 

composite index based on the price 
data derived from that of local 
production and import price 
indices of MTE, 2005=100 

Department of Statistics of 
Malaysia 

GDP Gross domestic product, 2005=100
Department of Statistics of 

Malaysia 

Exchange rate Exchange rate, against the USD Bank Negara Malaysia 

Tariff tax 
The average of tariff tax on 

imports of MTE 
Royal Malaysian Customs 

Department 

Sales tax 
The average sales tax of imports 

of MTE 
Royal Malaysian Customs 

Department 

Evaluation of the forecasting performance indices. This study 
employed test significance of parameters and two statistical indices to 
measure and evaluate the proposed approach and in particular, its forecasting 
accuracy. Theil’s inequality coefficients were used as the first statistical 
indices. The small values indicate that the forecast performance is high. This 
coefficient has a value between 0 and 1, which indicate a perfect prediction 
and a perfect inequality, respectively. The following equation illustrates this 
coefficient: 

( ) ,1ˆ1ˆ1 222 ∑∑∑ +−= tttt ynynyynU  

where ty  is the real data for period t and tŷ  represents the predicted value 

and point at the same time, while n refers to the number of periods [9]. 

This study also used another type of statistical index, that is, the 

predicted .2R  This index was used to test the capability of the proposed 
model in forecasting the responses to new observations. 
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In using the predicted ,2R  its higher value indicates the high capability 
of the developed model for forecasting such responses. Thus, its value is 

between 0 and 1. For its calculation, if ( ) ,02 =PredR  then the predictive 

performance is regarded as poor. On the contrary, if ( ) ,12 =PredR  then the 

model has a perfect fit [5]. This value can be expressed in the following 
formula: 

( ) ( ) ,1
1

22
⎥
⎦

⎤
⎢
⎣

⎡
−−= ∑ =

n
i i yyPRESSPredictedR  

where .1
2∑ == n

i iePRESS  

Methods. This section describes the method proposed in this study  
along with other methods, including the multiple linear regression method, 
ARIMA models, exponential smoothing method, and CM-WORP. This 
section also describes the operation of the proposed CM-WRPA. As 
indicated in Figure 2, the red square represents the proposed model, whereas 
the white squares represent other methods compared with the proposed 
model in the case study of MTE. 

 

Figure 2. Overall forecasting models. 

Multiple linear regression method. Regression analysis is defined         
as a statistical methodology that uses the relation between two or more 
quantitative variables. In using this analysis, the variable which is a response 
or an outcome can be predicted from other variables. The use of the linear 
regression analysis has been documented or reported in research in various 
areas, including social science, business, behavioral science, and biological 
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sciences as well as many other disciplines [10]. The following equation 
illustrates the multiple linear regression model: 

,22110 tktktt EXXXY +β++β+β+β=  

where Y denotes the development trend of profession, which is generally 
expressed by demand, and kttt XXX ...,,, 21  represent the influential factors 

of the profession development trend, which are the explanatory variables. In 
addition, kββββ ...,,,, 210  refer to the regression coefficients, and tE  is the 

random error with its zero mean and constant variance σ. tE  is also assumed 

to have no correlation [11]. 

ARIMA model. The ARIMA model analyzes and forecasts equally 
spaced univariate time series data. An ARIMA model predicts a value in          
a response time series as a linear combination of its own past values. The 
ARIMA approach was first popularized by Box and Jenkins, and thus, 
ARIMA models are often referred to as Box-Jenkins models. In this study, 
the analysis performed by ARIMA is divided into three stages: identifying 
the model, estimating the parameter, and diagnosing and forecasting [12]. 

Composite model. The composite model refers to a combination of 
forecasts from both the regression and ARIMA models. The advantage of the 
composite model is that, in most cases, it outperforms any of the individual 
forecasts. The composite model (combining regression and ARIMA models) 
has been well documented in previous researches [13]. This model can         
also be explained as follows: In case ty  is forecasted, it would include the 

independent variables: 

.22110 tppt XXXY ε+β++β+β+β=  

This equation includes an additive error term that accounts for unexplained 
variance in ,ty  that is, it accounts for that part of the variance of ty  which is 

not explained by ....,,, 21 pxxx  The above equation can be estimated using a 

regression analysis, as one source of forecast error would come from the 
additive noise term whose future values cannot be predicted. An effective 
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application of time series analysis is the construction of an ARIMA model 
for the residual series tε  of this regression. This step is followed by 

substituting the ARIMA model for the implicit error term in the original 
regression equation. This application also enables the forecasting of the error 
term tε  using the ARIMA model. The ARIMA model provides information 

about the likely future values of .tε  It helps to “explain” the unexplained 

variance in the regression equation. The combined regression-time series 
model is given as follows: 

( ) ( ) ,1
22110 tppt BBXXXY ηθ∅+β++β+β+β= −  

where tY  is the dependent variable, pXXX ...,,, 21  are the independent 

variables, pββββ ...,,,, 210  are the regression parameters, ∅ and θ are AR 

and MA parameters, and tη  is the error random variable. 

SSES method. This method is suitable for examining data series with no 
trend and a seasonal effect. It suits data that are constant over time. Thus, 
level and season are the smoothing parameters of this model. The following 
equations can illustrate this model: 

( ) ( ) ( )( ) ( ) ( ),11 −α−+−−α= tLstStYtL  

( ) ( ) ( )( ) ( ) ( ),1 stStLtYtS −δ−+−δ=  

( ) ( ) ( ).ˆ sktStLkYt −++=  

Based on the abovementioned equations that considered the last  
available estimated level state, ŷ  is forecasted, followed by the last available 

smoothing seasonal factor. In addition, for ( ),sktS −+  matching the month 

of the forecast horizon is added. Hence, the ARIMA model equivalent to the 
seasonal exponential smoothing model is the ARIMA ( )( ) ,0,1,01,1,0 pp +  

where p stands for the number of periods in a seasonal interval (for monthly 
data, )12=p  with restrictions [14, 15]. 
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Results and Discussion 

Results. The study reported in this paper compares all abovementioned 
models following various steps to test the significance of the estimated 
parameters and measures the forecasting error. 

First step - Testing the significance of the estimated parameters. This 
step tested the significance of the estimated coefficients of Malaysia’s 
imports of MTE models. 

Based on the results, particularly the p-values for the estimated 
coefficients of all Malaysia’s imports of MTE in Tables 2 to 7, the estimated 
coefficients were significant at different levels. 

Table 2. Results of testing the significance of the estimated parameters of the 
RM-WOP 

Model Parameters Estimate 
Standard 

error 
t-value 

Significance 

value 

0β  14058 2174.000 6.47 0.000 

3β  0.099 0.011 9.39 0.000 

4β  0.474 0.037 12.91 0.000 
RM-WOP 

5β  –18646.000 4937.000 –3.78 0.000 

Source: Own data calculations 

Table 3. Results of testing the significance of the estimated parameters of the 
RM-WPA 

Model Parameters Estimate 
Standard 

error 
t-value 

Significance 

value 

0β  5536 1040 5.321 0.000 

3β  0.168 0.018 9.190 0.000 

4β  0.246 0.042 5.870 0.000 
RM-WPA 

5β  –14567 6828 –2.133 0.036 

Source: Own data calculations 
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Table 4. Results of testing the significance of the estimated parameters of the 
ARIMA model 

Model Parameters Estimate 
Standard 

error 
t-value 

Significance 

value 

Seasonal 1∅  –0.326 0.113 –2.893 0.005 ARIMA 
model 

( )( )1,1,10,1,0  Seasonal 1θ  0828 0086 9.636 0000 

Table 5. Results of testing the significance of the estimated parameters of the 
CM-WORP 

Model Parameters Estimate 
Standard 

error 
t-value 

Significance 

value 

0β  14058 2174.000 6.47 0.000 

3β  0.099 0.011 9.39 0.000 

4β  0.474 0.037 12.91 0.000 

5β  –18646.000 4937.000 –3.78 0.000 

CM-WORP 

AR 0.412 0.095 4.324 0.000 

Source: Own data calculations 

Table 6. Results of testing the significance of the estimated parameters of the 
CM-WRPA 

Model Parameters Estimate Standard error t-value 
Significance 

value 

0β  5536 1040.000 5.321 0.000 

3β  0.168 0.018 9.190 0.000 

4β  0.246 0.042 5.870 0.000 

5β  –14567 6828.000 –2.133 0.036 

MA 0.847 0.071 11.982 0.000 

CM-WRPA 

MA, seasonal 0.980 0.394 2.491 0.015 

Source: Own data calculations 
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Table 7. Results of testing the significance of the estimated parameters of the 
SSES 

Model Parameters Estimate 
Standard 

error 
t-value 

Significance 

value 

Alpha α (level) 0.900 0.099 9.119 0.000 
SSES 

Delta δ (season) 1.000 1.040 0.961 0.339 

Source: Own data calculations 

Tables 2 to 7 present the p-values for the estimated coefficients of all 
Malaysia’s imports of MTE. The p-values for the estimated coefficients of 
the RM-WOP, ARIMA model, and the CM-WORP are less than 0, indicating 
that they are highly significant. The p-values for 5β  in the RM-WPA and the 

CM-WRPA are equal to 0.036. Such results also indicate that the estimated 
coefficients are highly significant. However, the p-value for at least one of 
the estimated coefficient of the SSES model is greater than 0.1. This finding 
implies that the value is insignificant at the 0.05 level. Thus, the authors drop 
it and do not consider it in the next step. 

Second step - Measuring the forecast error. As shown in Table 8, the 
five models, namely, the RM-WOP, ARIMA model, RM-WPA, CM-WORP 
and CM-WRPA are compared. The comparison among these models focused 
on various measures of error. The results of the forecasting performance of 
these five models are summarized in Table 8 below: 

Table 8. Statistical measures of forecast error for the Malaysia’s imports of 
MTE 

Models 2R  (prediction) U 

ARIMA model 0.96829 0.00173 

RM-WOP 0.96170 0.00179 

CM-WORP 0.96835 0.00148 

RM-WPA 0.82270 0.01400 

CM-WRPA 0.82110 0.98610 

Source: Own data calculations 
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The results of the comparison among the five abovementioned models        
in terms of their forecasting performance in Table 8 include the U test           

and predicted .2R  Figure 3 also illustrates the results generated from such 
robustness assessment of the different methods. The forecasting performance 
of these different models upon further comparison is indicated by each bar 
that shows the number of best forecasts obtained by its corresponding model 
in terms of a specified accuracy measure. 

 

Figure 3. Results of the comparison of the forecasting performance among 
the different models. 

The authors interpreted and discussed the relevant issues according to the 
results illustrated in Figure 3. 

Discussion. This section provides a detailed discussion of the 
abovementioned results concerning the forecasting performance of the 
proposed approach. Initially, it discusses the performance as indicated by the 
abovementioned results obtained from the previous experiments, and then it 
provides additional insights into this performance by highlighting that of the 
composite model. 

Performance comparison and analysis. The previously stated 
experimental design and methodologies employed in the current study aimed 
to show the experimental forecasts of the imports of MTE. Subsequently,        
the forecasting performance of the models was evaluated by testing the 
significance of the estimated parameters and two main measurement criteria. 
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The results presented in Table 8 revealed that the U and predicted 2R  
values of CM-WORP are 0.00148 and 0.96835, respectively, for the time 
series of the imports of MTE. Such results clearly indicate that whereas the U 

value is lower than those of other methods, the predicted 2R  value is higher 
than those of other methods. A further comparison of all models used in the 
present study shows that the CM-WORP achieved the best performance 
among all models because its fit was the best. Such a result corroborates      
the one reported in a previous study showing that this model performed 
better [16]. The result of this earlier study was obtained by comparing             
the CM-WORP and the CM-WRP. However, the study found that the       
CM-WORP was capable of solving the problem of autocorrelation in 
residual. Moreover, it can increase the level of accuracy in forecasting. Such 
result is also consistent with other earlier studies [8, 17-21]. All these 
previous studies provided evidence of the contribution of this CM-WORP to 
the forecasting accuracy because CM-WORP increases forecasting accuracy. 

Additional insights into using the composite model. The results listed 
in Tables 2 to 8 present a remarkable conclusion. The most remarkable result 
obtained in the current study is that using the CM-WORP can solve the 
emergent problem of autocorrelation, which is not solved by the regression 
model. 

Conclusions 

The present study proposed and evaluated a model for forecasting the 
imports of MTE in Malaysia. The proposed model, the CM-WRPA, was 
evaluated by comparing it to other methods that were made based on the  
time series of MTE in Malaysia. This study has a useful contribution to        
the literature because it represents the first empirical study that applied       
the CM-WRPA in this research area. The results provided evidence of the 
importance and value of such composite model as a robust forecasting 
method that improves or increases the accurate prediction of the value of 
imports of MTE and enhances forecasting methods in the Malaysian context. 
As observed from the results, when the problem of autocorrelation emerged, 
it was solved or processed only with the CM-WORP. 
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