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Abstract 

Let ( )EVG ,=  be a simple graph. A set VI ⊆  is an independent 

set, if no two of its members are adjacent in G. The k-independent 
graph of G, ( ),GIk  is defined to be the graph whose vertices 

correspond to the independent sets of G that have cardinality at most k. 
Two vertices in ( )GIk  are adjacent if and only if the corresponding 

independent sets of G differ by either adding or deleting a single 
vertex. In this paper, we obtain some properties of ( )GIk  and compute 

it for some graphs. 
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1. Introduction 

Given a simple graph ( ),, EVG =  a set VI ⊆  is an independent set of 

G, if there is no edge of G between any two vertices of I. A maximal 
independent set is an independent set that is not a proper subset of any other 
independent set. A maximum independent set is an independent set of 
greatest cardinality for G. This cardinality is called independence number of 
G, and is denoted by ( ).Gα  Reconfiguration problems have been studied 

often in recent years. These arise in settings where the goal is to transform 
feasible solutions to a problem in a step-by-step manner, while maintaining a 
feasible solution throughout. 

For the study of dominating set reconfiguration problem: given two 
dominating sets S and T of a graph G, both of size at most k, is it possible to 
transform S into T by adding and removing vertices one-by-one, while 
maintaining a dominating set of size at most k throughout? Recently the 
k-dominating graph of a graph G has been defined in [9]. The k-dominating 
graph of G, ( ),GDk  is defined to be the graph whose vertices correspond to 

the dominating sets of G that have cardinality at most k. Two vertices in 
( )GDk  are adjacent if and only if the corresponding dominating sets of G 

differ by either adding or deleting a single vertex. Authors in [9] gave 
conditions that ensure ( )GDk  is connected. In [1], authors proved that if G is 

a graph without isolated vertices of order 2≥n  and with ( ),GDG k≅  then 

2=k  and 1,1 −= nKG  for some .4≥n  It is also proved that for a given r, 

there exist only a finite number of r-regular, connected dominating graphs of 
connected graphs [1]. 

One of the most well-studied problems in reconfiguration problems is the 
reconfiguration of independent sets. For a graph G and integer k, the 
independent sets of size at least/exactly k of G form the feasible solutions. 
Independent sets are also called token configurations, where the independent 
set vertices are viewed as tokens [4]. Deciding for existence of a 
reconfiguration between two k-independent sets with at most  operations is 
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strongly NP-complete [10]. Bonamy and Bousquet [3] considered the k-TAR 
reconfiguration graph, ( ),GTARk  as follows: 

A k-independent set of G is a set VS ⊆  with ,kS ≥  such that no two 

elements of S are adjacent. Two k-independent sets I and J are adjacent if 
they differ on exactly one vertex. This model is called the Token Addition 
and Removal (TAR). Authors in [3] provided a cubic-time algorithm to 
decide whether ( )GTARk  is connected when G is a graph which does not 

contain induced paths of length 4. Their work solves an open question in [4]. 
Also, they described a linear-time algorithm which decides whether two 
elements of ( )GTARk  are in the same connected component. As usual, we 

denote the complete graph, path and cycle of order n by ,nK  nP  and ,nC  

respectively. Also, nK ,1  is the star graph with 1+n  vertices. 

In the next section, we study the k-independent graph of a graph G. In 
Section 3, we study the α-independent graph of a graph. Finally, in Section 
4, we exclude the empty set from the family set of independent sets of G, 

denote the new k-independent graph of G by ( )GIk
∗  and study its 

connectedness. 

2. The k-independent Graph of a Graph 

In this section, we shall study the k-independent graph of a graph G. First 
we rewrite the definition of the reconfiguration graph ( )GTARk  as follows. 

For a graph G and a non-negative integer k, the k-independent graph of G, 
( ),GIk  is defined to be the graph whose vertices correspond to the 

independent sets of G that have cardinality at most k. Two vertices in ( )GIk  

are adjacent if and only if the corresponding independent sets of G differ by 
either adding or deleting a single vertex. As an example, Figure 1 shows 
( ).3,13 KI  
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Figure 1. Graphs ( )3,13 KI  and ( ),32 PI  respectively. 

Note that k-dominating and k-independent graph are similar to recent 
work in graph colouring, too. Given a graph H and a positive integer k, the        
k-colouring graph of H, denoted ( ),HGk  has vertices corresponding to the 

(proper) k-vertex-colourings of H. Two vertices in ( )HGk  are adjacent if 

and only if the corresponding vertex colourings of G differ on precisely one 
vertex. Authors in [5-8] studied the connectedness of k-colouring graphs. 
Also they studied their hamiltonicity. Let to introduce a notation. Let A and B 
be independent sets of G of cardinality at most k. We use the notation 

,BA ↔  if there is a path in ( )GIk  joining A and B. It is easy to see that for 

every ( ),, GIBA k∈  BA ↔  if and only if AB ↔  and if ,BA ⊇  then 

BA ↔  and .AB ↔  

The following theorem gives some properties of the k-independent graph 
of a graph: 

Theorem 2.1. (i) If G is a graph of order n, then ( ) .,11 nKGI ≅  

 (ii) For every graph G and every ( ),0 Gk α≤≤  the independent graph 

( )GIk  is connected and ( )( ) ( ) .GVGIk =Δ  

(iii) For every graph G, the independent graph ( )GIk  is a bipartite 

graph. 
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(iv) If ,nKG  then ( )GIk  is not a regular graph. 

 (v) If ,nKG  then ( )GIk  is not a vertex-transitive graph, and so is 

not a Cayley graph. 

Proof. (i) It follows from the definition. 

 (ii) It is straightforward. 

(iii) Let X be the set of independent sets of size less than 1+k  of G with 
odd cardinality and Y be the set of independent sets of size less than 1+k  
with even cardinality. It is clear that ( )( )GIVYX k=∪  and .φ=YX ∩  

Suppose that ,, XBA ∈  then ( ) ( )ABBA \\ ∪  cannot be a vertex of ( ).GIk  

Because BA =  or .2≥− BA  So AB is not an edge of ( )GIk  and 

with similar argument we have this for two vertices in Y. Therefore, ( )GIk  is 

a bipartite graph with parts X and Y. 

(iv) Let G be a graph of order n. The empty set is an independent set of G 
which has degree n in ( ).GIk  Let 1I  be an independent set of G with 1I  

( ).Gα=  We know that 1I  is adjacent to α independent sets. Since 

,nKG  we have ( ) .nG ≠α  Therefore, ( )GIk  is not a regular graph. 

 (v) It follows from Part (iv). ~ 

Theorem 2.2. (i) Let G be a graph of order n. There is no integer k, such 

that ( ) .GGIk ≅  

 (ii) If ,nKG  then the girth of ( )GIk  is 4. 

(iii) Let nKG ≠  be a graph. Then for all integers ( )GIk k,2≥  is not a 

tree. 

Proof. (i) Since for every integer number ( )( ) ,1,1 +≥≥ nGIVk k  so 

we have the result. 

 (ii) Let 1v  and 2v  be two non-adjacent vertices of graph G. So { }1v  and 

{ }2v  are two independent sets of G and therefore two vertices of ( ).GIk  
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Now, { } { } { } ∅∅ ,,,,, 2211 vvvv  is a cycle in ( )GIk  and this is the shortest 

cycle in ( ).GIk  Therefore, the girth of ( )GIk  is 4. 

(iii) It follows from part (ii). ~ 

3. The α-independent Graph of Some Graphs 

Let G be a simple graph with independence number α. Looks that in the 
among of k-independent graph of G, the α-independent graph of G is more 
important. In this section, we study the α-independent graph of some graphs. 
To study the α-independent graph of G, we are interested to know the order 
of ( ).GIα  Let ki  be the number of independent sets of cardinality k in G. 

The polynomial 

( )
( )

∑
α

=
=

G

k

k
k xixGI

0
,,  

is called the independence polynomial of G [2]. Obviously, ( )1,GI  gives the 

number of all independent sets of a graph G. In other words, ( )( ) =α GIV  

( ).1,GI  Since ( ) ,1, nxxKI n +=  we have ( ) .11, += nKI n  Therefore, we 

have the following easy result: 

Theorem 3.1. For any integer ,1>k  there is some connected graph G 

such that ( )( ) .kGIV =α  

The following theorem is about the α-independent graph of stars: 

Theorem 3.2. (i) The n-independent graph of ,,1 nK  i.e., ( )nn KI ,1  is a 

bipartite graph with parts X and Y, with 12 −= nX  and .12 1 += −nY  

(ii) The n-independent graph ( )nn KI ,1  is not Hamiltonian. 

Proof. (i) Let X be the set of independent sets of nK ,1  with even 

cardinality and Y be the set of independent sets of odd cardinality. By 
Theorem 2.1(iii), ( )nn KI ,1  is a bipartite graph with parts X and Y. Obviously 
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Y  Therefore, we have 

the result. 

(ii) Since a bipartite graph with different number of vertices in its parts is 
not a Hamiltonian graph, so the n-independent graph ( )nn KI ,1  is not a 

Hamiltonian graph. ~ 

Here we consider the α-independent of some another graphs. Figure 1 
shows the ( ).32 PI  

Theorem 3.3. For every ( )( ) .2, ⎥⎦
⎥

⎢⎣
⎢=δ∈ α

nPIn nN  

Proof. The minimum degree of vertices of ( )nn PI
⎥⎥
⎤

⎢⎢
⎡

2
 is due to maximal 

independent sets of nP  with minimum cardinality. These vertices are adjacent 

to ⎥⎦
⎥

⎢⎣
⎢=⎥⎥

⎤
⎢⎢
⎡− 22

nnn  of independent sets with less cardinality. ~ 

Here we shall obtain information on the Hamiltonicity of α-independent 
of some specific graphs. Using the value of the independence polynomial at 

,1−  we have ( ) ( ) ( ) ( ),11; 10210 GfGfiiiiGI −=−+−+−=− α
α  where 

( ) ,4200 +++= iiiGf  ( ) +++= 5311 iiiGf  are equal to the numbers 

of independent sets of even size and odd size of G, respectively. ( )1, −GI  is 

known as the alternating number of independent sets. We need the following 
theorem: 

Theorem 3.4 [11]. For ,1≥n  the following hold: 

  (i) ( ) 01;23 =−−nPI  and ( ) ( ) ( ) ;11;1; 323
n

nn PIPI −=−=−−  
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 (ii) ( ) ( ) ,121;3
n

nCI −=−  ( ) ( )nnCI 11;13 −=−+  and ( ) =−+ 1;23nCI  

( ) ;1 1+− n  

(iii) ( ) ( ) 1121;13 −−=−+
n

nWI  and ( ) ( ) ( )nnn WIWI 11;1; 233 −=−=− +  

.1−  

Corollary 3.5. For all positive integer n, the graphs ( ),13 −α nPI  

( ),3nPIα  ( )nCIα  and ( )nWIα  are not Hamiltonian. 

Proof. We know that ( ),nPIα  ( )nCIα  and ( )nWIα  are bipartite graphs 

with parts containing the independent sets of even and odd cardinality. By 
Theorem 3.4, theses bipartite graphs have parts with different cardinality. 
Therefore, we have the result. ~ 

4. Connectedness of ( )GIk
∗  

As we have seen in Section 2, since the empty set is an independent set 
of any graph, so the k-independent graph ( )GIk  is a connected graph. We do 

not consider empty set in the study of k-independent graph. 

Suppose that I  is a family of all independent sets of graph G. If we put 

( )( ) ,\∅= IGIV k  then we denote the k-independent graph of G, by ( ).GIk
∗  

Note that in this case, for some k and G, ( )GIk
∗  is disconnected and for some 

k and G is connected. For example, Figure 2 shows ( )3,13 KI ∗  and ( ),42 CI ∗  

which are disconnected graphs with two components. Also, Figure 3 shows 

( )52 WI ∗  and ( ),53 PI ∗  respectively. Observe that ( )53 PI ∗  is connected and 

( )52 WI ∗  is disconnected with three components. Theorem 2.2 implies that for 

any graph ,nKG ≠  and for all integers .2≥k  ( )GIk  is not a tree, but as 

we see in Figure 3, the graph ( )GIk
∗  can be a forest. This naturally raises the 

question: For which graph G, the component of ( )GIk
∗  is a forest? What is 

the number of components? 
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Figure 2. Graphs ( )3,13 KI ∗  and ( ),42 CI ∗  respectively. 

 

Figure 3. Graphs ( )52 WI ∗  and ( ),53 PI ∗  respectively. 

The following theorem is a sufficient condition for disconnectedness of 

( ).GI ∗α  

Theorem 4.1. If a graph G of order n has a vertex of degree ,1−n  then 

( )GI ∗α  is disconnected. 

Proof. Let v be a vertex of degree .1−n  Obviously { }v  is a nonempty 

independent set of G, and so is an isolated vertex of ( ).GI ∗α  ~ 



Davood Fatehi, Saeid Alikhani and Abdul Jalil M. Khalaf 54 

Note that the converse of Theorem 4.1 is not true. For example, ( )4CI ∗α  

has two components, but 4C  is 2-regular (Figure 3). Now, we state the 

following theorem: 

Theorem 4.2. Let mnnnK ...,,, 21  be a complete m-partite graph. Then 

( )mnnnKI ...,,, 21
∗
α  has m connected components. 

Proof. Let 1X  and 2X  be two arbitrary parts of ....,,, 21 mnnnK  Suppose 

that 1I  contains all nonempty subsets of part 1X  and 2I  contains all 

nonempty sets of part .2X  Obviously, each member of 1I  and each member 

of 2I  are independent sets of mnnnK ...,,, 21  and so they are vertices of 

( )....,,, 21 mnnnKI ∗α  No member of 1I  is adjacent to a member of 2I  in 

( )....,,, 21 mnnnKI ∗α  So ( )mnnnKI ...,,, 21
∗
α  is a disconnected graph. Since the 

members of 1I  (and the members of )2I  form a connected graph, therefore 

we have m components. ~ 

It is obvious that, for all graph G with ( ) ( )GIG ∗=α 2,2  is a forest. 

Theorem 4.3. For a graph G with ( ) ,2>α G  the components of ( ),GIk
∗  

,2 α≤≤ k  are not forest. 

Proof. We consider following two cases: 

Case 1. If .2=k  Let { }321 ,, vvv  be an independent set of G. So { },1v  

{ },2v  { },3v  { },, 21 vv  { }31, vv  and { }32, vv  are independent sets of G and 

vertices of ( ).GIk
∗  Therefore, { },1v  { },, 21 vv  { },2v  { },, 32 vv  { },3v  { },, 31 vv  

{ }1v  make a cycle in ( ).GIk
∗  

Case 2. If .2>k  Let { }321 ,, vvv  be an independent set of G. So { },1v  

{ }21, vv  and { }31, vv  are independent sets of G and vertices of ( ).GIk
∗  
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Therefore, { },1v  { },, 21 vv  { },,, 321 vvv  { },, 31 vv  { }1v  make a cycle in ( )GIk
∗  

and so ( )GIk
∗  is not a forest. ~ 

Note that if G is a graph of order n with ( ) ,2>α G  then similar to 

Theorem 4.3, ( )GIk
∗  cannot be a path, cycle and a chordal graph. 

Theorem 4.4. Let G be a (non-complete) bipartite graph of order .4>n  

Then ( )GIk
∗  is connected. 

Proof. Let 1I  and 2I  be two independent sets of G and ,, 21 kII ≤  

so 1I  and 2I  are two vertices of ( ).GIk  If ,21 φ≠II ∩  then 211 III ∩↔  

.2I↔  If ,21 φ=II ∩  then we consider following two cases: 

Case 1. There are 11 Iv ∈  and 22 Iv ∈  such that 1v  and 2v  are not 

adjacent, then { } { } { } ., 222111 IvvvvI ↔↔↔↔  

Case 2. For all 11 Iv ∈  and 122 , vIv ∈  is adjacent to .2v  So AI ⊂1  and 

,2 BI ⊂  where A and B are two parts of G. Since G is not complete bipartite 

graph so AI ≠1  and BI ≠2  and there are Av ∈3  and Bv ∈4  such that 

13 Iv ∉  and 3v  is not adjacent to .4v  We put { }( ) { }.\ 3113 vvII ∪=  So 3I  

1I=  and { } 3111 \ IvII ↔↔  and { } { } { } ., 244333 IvvvvI ↔↔↔↔  

Therefore, .21 II ↔  ~ 
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