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Abstract 

We propose an improved ODE-type filter method. In this method, only 
one linear system is required, and the penalty parameter is not needed. 
Compared to the traditional filter methods, the new approach is more 
flexible and less computational scale. Under some reasonable 
conditions, the global convergent result of our algorithm is presented. 

1. Introduction 

The nonlinear complementarity problem (NCP) is equivalent to 
constraint optimization problem 

 ( ) ( ) ,0,0,0 =≥≥ xFxxFx T  (1.1) 

,nRx ∈  ( ) ,: nn RRxF →  is second-order continuously differentiable. We 

introduce an NCP function, and transform the complementarity problem to a 
optimization problem. 
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The function RR →ϕ 2:  is called NCP function, if ( ) ,0, =ϕ ba  if and 

only if .0,0,0 =≥≥ abba  We use Fischer-Burmeister function ( ) =ϕ ba,  

baba −−+ 22  as NCP function. The nonlinear complementarity problem 
(1) is equivalent to nonlinear system of equations 
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 (1.2) 

Thus, problem (1) is equivalent to the optimization problem to solve 

 ( ) ( ) ( ).2
1min xxxf T φφ=  (1.3) 

This paper is concerned with finding a solution to the constrained 
nonlinear optimization problem as following: 

( )xfmin  

s.t. ( ) ,2...,,2,1,0 njxc j =≥  (1.4) 

where ( ) ( ) 2
2xFxxf T=  and 

( ) ( ( ) ( ) ( )) ,:...,,,,...,,, 2
22121

nnT
nn RRxFxFxFxxxxc →=  

let 

( ) ( ) ( ) ( ) ( ),,...,,, 112211 xFxcxxcxxcxxc nnn ==== +  

( ) ( ) ( ) ( )....,, 222 xFxcxFxc nnn ==+  

( )xF  is second-order continuously differentiable. 

There are many methods for inequality constrained nonlinear 
programming (NLP). But up to now, most algorithms proposed are descent 
methods, in that they only accept the trial point as next iterate if its merit 
function value is strictly less than that at the current iterate. It has two 
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drawbacks, one is that the choice of penalty parameter is very difficult if we 
use penalty function as a merit function, the other is that the descent methods 
can result on reduction of convergence rate when the iterate is trapped near a 
narrow curved valley. While, filter method, proposed by Fletcher and Leyffer 
[1], overcome the drawbacks above. In filter method, the use of a penalty 
function is replaced by the introduction of so-called filter. So, they have 
several advantages. Recently, this technique is applied to the many kinds of 
nonlinear problems combined with trust region method which is to be proved 
robust [2-4, 6]. 

ODE methods for minimizing a function ( )xf  proceed by following the 

solution curve of a system of ordinary differentiable equations and is more 
reliable, accurate and efficient than conventional Newton and quasi-Newton 
algorithms. 

Motivated by the referees [2, 5, 6], we transform the nonlinear inequality 
problems to a nonlinear equation, so that an improved ODE-type filter trust 
region method is proposed. The filter technique is employed to determine 
whether to accept the trial point or not. This paper is organized as follows. 
The next section introduces the concepts we needed. In Section 3, an 
improved method is put forward. The convergent properties are analyzed in 
Section 4. Some numerical results are reported in the last section. 

2. Preliminaries 

Lagrangian function RRL nn →+22
:  of the problem NLP is defined by 

 ( ) ( ) ( ) { }∑
=

=λ+=λ
n

j
jj njxcxfxL

2

1
.2...,,2,1,,  (2.1) 

It is easy to obtain the KKT conditions of problem (NLP) as following: 

( ) ,0, =λ∇ xLx  

( ) ( ) { },2...,,2,1,0,0,0 njxcxc jjjj ==λ≥≥λ  (2.2) 

where ( ) nT
n R2

221 ...,,, ∈λλλ=λ  is multiplier vector. 
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Definition 2.1. Let nn RRc →:  be locally Lipschitz continuous. Then 

the B-differential of c at nRx ∈  is defined by 

( )( ) { ( ) }.,lim ckkxx
nn

B DxxcVRVxc
k

∈∇=|∈=∂
→

×  

The generalized Jacobian of c at x in the sense of Clarke is defined by 

 ( )( ) ( )( ),xcconvxc B∂=∂  (2.3) 

where cRxD n
c :{ ∈=  at x is differential}. Symbol ( )xconv  denotes the 

convex hull of set S. 

Definition 2.2. Let nn RRG →:  be locally Lipschitz continuous, we 

call G at X semi-smooth if for all ,nRh ∈  there exists 

( )
( ).lim

0
hV

thhhtxGV
′

↓⋅→′⋅′+∂∈
 

Definition 2.3. The function RR →ϕ 2:  is called NCP function, if 

( ) 0, =ϕ ba  if and only if .0,0,0 =≥≥ abba  

One of the most popular functions is Fischer-Burmeister NCP function 
[7]: 

 ( ) ., 22 bababa −−+=ϕ  (2.4) 

Lemma 2.1. Let the function f∇  be semi-smooth at X on ,
2nR  then f∇  

is direction differentiable, and for ( ( )),hxfV +∇∂∈∀  we have 

 (i) ( ) ( ) ( );; hohxfVh =′∇−  

(ii) ( ) ( ) ( ) ( ) ( )hohxfxfhxf +′∇+∇=+∇ ;  

as h decreases infinitely, where 
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( ) ( ) ( ) ( )
⎟
⎠
⎞⎜

⎝
⎛ ∇−+∇=′∇

↓ t
xfthxfhxf

t 0
lim;  

is called directional derivative f∇  along the direction of h at x. 

Lemma 2.2. Let V be a neighborhood of x, and nn RR →ϕ :  is a 1LC  

function, then for ,Vdx ∈+  there exists ,0>β  such that 

( ) ( ) ( ) .2

2ddxxdx T β
≤ϕ∇−ϕ−+ϕ  

By making use of the F-B NCP function ϕ, KKT conditions (2.2) can be 
reformulated to the following form: 

 ( )
( )( )

( )
,0

,
,

=⎟
⎠
⎞

⎜
⎝
⎛

λφ
λ∇

=
x

xL
zH x  (2.5) 

where 

( ) { },, 22 nnTT RxZ +∈λ=  

( ) ( ( )( ) ( )( ) ( { }( ) { })) .,...,,,,,, 222211
T

nn xcxcxcx λϕλϕλϕ=λφ  

By the idea of split [8], non-differentiable function ( )zH  can be split into 

 ( ) ( ) ( ),zqzpzH +=  (2.6) 

where ( )zp  is a smooth function, ( )zq  is a non-smooth function, but 

compared to ( ),zp  ( )zq  is a relatively small in the sense of the norm. 

Remark 1. In fact, for ,0>ε∀  defined function RR →ϕε 2:  as 

follows: 

( )
( )

( ) ( )⎪
⎩

⎪
⎨

⎧

ε
ε−+

+ϕ

ε≥+ϕ
=φε

.otherwise,2,

,if,,
, 222

22

baba

baba
ba  
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Let 

( ) ( ( )( ) ( )( ) ( { }( ) { })) ,,...,,,,,, 222211
T

nn xcxcxcx λϕλϕλϕ=λφ εεεε  

( )
( )( )

( )
,

,

,
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

λφ

λ∇
= ε x

xL
zp x  (2.7) 

( ) ( ) ( )
( ) ( )

0
,,

0
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
λφ−λφ

=−= ε xx
zpzHzq  (2.8) 

it is easy to prove that ( )zp  is continuously differentiable, and ( )zq  is 

continuous but not differentiable, we have 

 ( ) .,2
1 22 nnRzmzq +∈∀ε≤  (2.9) 

The above equation (2.9) indicates that split equation (2.6) is meaningful. 
In filter method, which is proposed by Fletcher and Leyffer [1], the 
acceptability of steps is determined by comparing the value of constraint 
violation and the objective function with previous iterates collected in a 
filter. Different from the traditional filter method, we define the objective 
function by ( )zl  by ( ) ( ) ,, λ∇= xzl l  and the violation function ( )zθ  by 

( ) ( ) ., λφ=θ xz  So a trial point should either reduce the value of constraint 

violation ( )zθ  or that of the function ( ).zl  

Definition 2.4. A pair ( ) ( )( )kk zzl θ,  is said to dominate another pair 

( ( ) ( ))jj zzl θ,  if both ( ) ( )jk zlzl ≤  and ( ) ( ).jk zz θ≤θ  We also call this a 

point kz  dominates another point .jz  

Definition 2.5. A filter  is a list of pairs ( ( ) ( ))jj zzl θ,  such that no 

pair dominates any other. 

For convenience, we denote ( )., jjj lz θ=  A new trial point +
kz  is 

accepted if it is not dominated by any points in .kz∪  Consider the 

convergence property of the algorithm, we call a new trial point is accepted, 
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if and only if for ∈jz  it holds 

 ( )jkjk HHll ,++ γδ−≤  or ( ),, jkjk HH ++ γδ−θ≤θ  (2.10) 

where ( ) {( ( ) ( ) )},,min, lklk zHzHHH ++ =δ  and γ is a small 

positive number. Let ( ) ( ),, ++++ θ=θ= kkkk zzpp  and so on. 

If the trial point kz  is accepted in the sense of (2.10), then we add the 

pair ( )++ θkkl ,  into the filter, that is ( )., ++ θ= kkl∪  And removed those 

points which are dominated from the filter. For convenience, we call this the 
update of the filter. 

3. An Improved ODE-type Filter Algorithm 

For non-smooth linear equation (2.5), at the kth iteration, we use ODE 
trust region method [9] to obtain the search direction .kd  That is to solve the 

following system of linear equation 

 ( ( ) ( ) ) ( ) ( ),kk
k

k
T

kkk zHzpdh
IBzpzph −∇=⎥⎦
⎤

⎢⎣
⎡ ++∇∇  (3.1) 

or the equivalent form 

 [( ( ) ( ) ) ] ( ) ( ),kkkk
T

kk zHzhdIBzpzp ∇−=++∇∇  (3.2) 

where 0>kh  is the integral step, ( )kzp∇  is the gradient of the smooth 

function p at the point .kz  

The matrix kB  is the nn 22 +  order symmetric matrix, which can be 

updated by SR1 correction [3], i.e., 

 { }
( ) ( )

( )
,1

k
T

kkk

T
kkkkkk

kk
ddBy

dBydByBB
−

−−
+=+  (3.3) 

where 

( { }) ( { }) ( ) ( ) ( { }) ( { }) .1111 k
T

kkkkkkk dzpzpzHzpzHzpy ++++ ∇−∇−∇=  
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Remark 2. The computational scale of this method to obtain kd  is much 

less than that of solving quadratic subproblem, meanwhile, the adjustment of 
the step kh  is much easier in the parameter space. 

Algorithm 

Step 0. Initialization, choose ,0, 11 >hz  ,0≥ε  ,0 l<η<  .10 <γ<  

Initial split control value ,01 >ε  let .1=k  

Step 1. Compute ( ) ( ) ( )zqzpzH +=  and ( ).kzp∇  

Step 2. If ( ) ( ) ,ε≤∇ kk zHzp  stop. 

If ( ( ) ( ) ) IBzpzph k
T

kkk ++∇∇  is positive definite, go to Step 3. 

Otherwise, let km  is the smallest integer with which the symmetric matrix 

( ( ) ( ) ) IBzpzph k
T

kkk
mk ++∇∇−2  is positive definite, let .2 k

m
k hh k−=  

Step 3. Solve (3.2) to get .kd  Let ,kkk dzz +=+  compute =kr  

( ) ( )
( ) ( ) ,

kkk
kk

zqzM
zMzM

−
− +

 where ( ) ( ) ( ) ( ) ( ) 22
2
1,2

1 dzpzHdqzHzM T
k∇+==  

.2
1 dBd k

T+  

Step 4. Denote ( ) ( )., ++++ θ=θ= kkkk zzll  If ( )++ θkkl ,  is not accepted by 

the filter, go to Step 5. Otherwise { } ,1
+

+ = kk zz  go to Step 6. 

Step 5. If { } { } ,2,, 11 kkkkk hhzzr ==η≥ +
+

+  go to Step 7. Otherwise, 

2,2
1

kkkk dhh =ε=  go to Step 3 (inner loop). 

Step 6. If { } kkk hhr 2, 1 =η≥ +  go to Step 7. Otherwise, add the pair 

( )++ θkkl ,  to the filter  and update, ,2
1

kk hh =  go to Step 7. 

Step 7. Let { } ,2
1 kk d=ε +  update kB  to ,1,1 +=+ kkBk  go to Step 

1 (outside loop). 
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4. Convergence Properties 

In this section, in order to present a proof of global convergence of 
algorithm, we always assume that following conditions hold. 

Assumptions 

A1. The iterate kx  remains in a closed, bounded convex subset .nRS ∈  

A2. There exist two constants ba ≤<0  such that ≤≤ dBdda k
T2  

,2db  for all k and for all .nRd ∈  

Suppose that ( ) ( ) ( ) ( ),, kkkkkk dqzMPredzMzMAred −=−= +  then 

.
k
k

k Pred
Aredr =  By Lemma 2.2, we obtain some results as following. 

Lemma 4.1. ( ).2
kkk dOPredAred =−  

Lemma 4.2. .2
1 2

k
k

k dhPred ≥  

Proof. By (3.2), we have 

( ) ( )kkkk dqzMPred −=  

( ) ( ) ( ) 22
2
1

2
1

2
1

k
T

kkkk
T dzpzhdBdzH ∇+−−=  

( ( ) ( ) [ ( ) ( ) ] )kk
T

kk
T
kkk

T
k dBzpzpddzHzp +∇∇−∇−= 2

1  

( ) ( ) k
k

k
T

kk
T
k dIhBzpzpd ⎥⎦

⎤
⎢⎣
⎡ ++∇∇= 1  

[ ( ) ( ) ] T
kk

T
kk

T
k dBzpzpd +∇∇− 2

1  

( ) ( ) k
T
k

k
k

k
k

T
kk

T
k ddhdIhBzpzpd 2

11
2
1 +⎥⎦

⎤
⎢⎣
⎡ ++∇∇=  

.2
1 2

k
k

dh≥  (4.1) 



Ke Su and Mingxi Lu 10 

Theorem 4.3. The inner loop of the Algorithm terminates in finite 
number of times. 

Proof. Assume the conclusion is not true, we have η<kr  by the 

algorithm as k increases infinitely, and .0→kh  By (3.2), it holds ,0→kd  

so 

 ( ) .0

2
11

2

2
→≤

−
=−

k
k

k
k

kk
k

dh

dO
Pred

PredAredr  (4.2) 

It shows that η≥kr  as k increases infinitely and the desired conclusion holds. 

In order to analyse the convergence properties of the algorithm, we 
define some sets as following: 

Let { ( )}++ θ|= kklkA ,  is accepted by { }k  represent the index set which 

is accepted by the filter. 

{ { } }++ =|= kk zzkN 1  represent the index set which successful iteration. 

( )++ θ|= kklkS ,{  add to the filter}, represent the index set which filter 

update. 

Based on Algorithm, we have ,NA ⊆  and there are several cases as 
following: 

(1) ( ),holdmustit, ∞<∞<∞< SNA  

(2) ( ),holdmustit, ∞<∞=∞< SNA  

(3) ( ),holdmustit, ∞=∞<∞= SNA  

(4) ( ).,holdmustit ∞=∞=∞< NAS  

Then we discuss the convergence properties of the algorithm according 
to these four cases, respectively. 
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Lemma 4.4. Suppose there are finitely many points added to the filter 
( ),∞<A  and there are finitely times successful iteration ( ),∞<N  then 

the algorithm can terminate in finite times. It holds ( ) ( ) .0=∇ kk zHzp  

Proof. Suppose by contradiction that there exists a constant ,0>ε  such 

that ( ) ( ) .ε≥∇ kk zHzp  Suppose 0k  be the last successful iteration, then 

for ,j∀  we have jkk zz ++ = 00 1  and .0 η<+ jkz  Based on the algorithm, it 

holds ( ).0 ∞→→ khk  Similar to Theorem 4.3, we obtain the contradiction 

and the result follows. 

Lemma 4.5. Suppose there are finitely many points added into the filter 
( ),∞<A  and there are infinitely times successful iteration ( ),∞=N  

then 

( ) ( ) .0inflim =∇
∞→

kk
k

zHzp  

Proof. By algorithm, if ,, ∞=∞< NA  that means ( )++ θkkl ,  is not 

accepted by filter as k increases infinitely. By Theorem 4.3, it holds ,η≥kr  

and 0>∃h  such that hhk ≥  as k increases infinitely. 

Suppose by contradiction that there exists a constant ,0>ε  and a positive 

index set 0k  such that ( ) ( ) ε≥∇ kk zHzp  as .0kk ≥  By the algorithm and 

Lemma 4.4, we have 

( ) ( ) k
k

k
T

kk
T
kkk dIhBzpzpdPredAred ⎥⎦

⎤
⎢⎣
⎡ ++∇∇η≥η≥ 1

2  

( ) ( )( ) .02 ≥∇η−= k
T

kk dzHzp  (4.3) 

Thus, the sequence { }kh  is monotonically decreasing, and by ,1A  it is lower 

bounded. So ( ),01 ∞→→− + khh kk  hence 

 ( ) ( )( ) ( ).0 ∞→→∇ kdzHzp k
T

kk  (4.4) 
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On the other hand 

( ) ( )( ) k
T

kk dzHzp∇  

( ) ( )( ) ( ) ( )
{ }

( ) ( )( )kk
k

k
T

kkkk zHzpIhBzpzpzHzp ∇⎟
⎠
⎞

⎜
⎝
⎛ ++∇∇∇=

−11  

( ) ( )

( ) ( ) IhBzpzp

zHzp

k
k

T
kk

kk
1

2

++∇∇

∇
≥  

hMC 12

2

++

ε≥  

0>  (4.5) 

which contradicts to the (4.4). Hence the desired result follows. 

Lemma 4.6. If there exists an infinite sequence of points is accepted by 
the filter ( ),∞=A  and finitely many points added to the filter ( ),∞<S  

it holds 

( ) ( ) .0inflim =∇
∞→

kk
k

zHzp  

By algorithm, it is similar to Lemma 4.5. 

Lemma 4.7. Suppose there exist infinitely many points added to the filter 
( ).∞=S  Then 

( ) ( ) .0inflim =∇
∞→

kk
k

zHzp  

Proof. Suppose by contradiction that there exists a constant 0>ε  such 
that ( ) ( ) .ε≥∇ kk zHzp  Consider the iteration in S. Suppose there exists a 

subsequence { }ik  such that { },ikS =  then .1
+
−=

ii kk zz  It follows that there 

exists a subsequence { } { }il kk ⊆  such that 
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 ( ( ) ( )) ( ) ( )∞∞
∞→

∇=∇ zHzpzHzp ll kk
l

inflim  and ( ) ( ) .ε≥∇ ∞∞ zHzp  (4.6) 

By the definition of { },ik  lkz  is accepted by the filter for .l∀  Then as l 

increases infinitely, it holds 

{ }11 ,min −− γ−≤ llll kkkk HHhh  or { }.,min 11 −− γ−θ≤θ llll kkkk HH  

 (4.7) 

By the assumptions, there exists a number 0>δ  such that { }1,min −ll kk HH  

.δ≥  Then 

 01 <δγ−≤− −ll kk hh  or .01 <δγ−≤θ−θ −ll kk  (4.8) 

By (4.6), the left of inequality tends to 0, it is a contradiction. So we have 

 ( ) ( ) .0inflim =∇
∞→ ii kk

i
zHzp  (4.9) 

Now consider { },ikl  let { ( )}lik  be the last iteration before l make ( )likz  

add to the filter. By algorithm, η≥kr  for { }.ikl  Then it holds 

( ) ( ) ( ( ) ) ( ( ) ) .lilill kkkk zHzpzHzp ∇≤∇  

Together with (4.9) and ( ) { },ili kk ∈  the desired conclusion follows. 

By Lemma 4.4 and Lemma 4.7, we obtain the convergence conclusion. 

Theorem 4.8. Suppose that Assumptions hold, and ( )zp∇  is nonsingular 

for all .Sz ∈  Then the sequence { }kz  generated by the algorithm satisfies 

two cases as following: 

(1) Iteration terminated at the KKT point of the original problem (NLP). 

(2) Every accumulation point is a KKT point of the original problem 
(NLP). 
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Theorem 4.9. Suppose ,∗→ zzk  ,∞→kh  and ( ) ( )kk zHzp∇  is semi-

smooth in ,∗∇z  there exist constants ,1μ  2μ  for k∇∀  and ∈kV  

( ) ( )( )kk zHzp∇∂  it holds 

 2
1

1 ddhd
k

k
T μ≥⎟

⎠
⎞

⎜
⎝
⎛ +θ  and ,2

k
kk hQV μ

≤−  (4.10) 

where ( ) ( ) .k
T

kkk BzpzpQ +∇∇=  If Sz ∈∀  and ( )zp∇  is nonsingular, 

then 

(1) ∗z  is the KKT point of the original problem. 

(2) { }kz  converges to ∗z  superlinearly. 

Proof. The former part of the theorem follows the Theorem 4.8. Now we 
turn to prove the second part of the theorem. ( ) ( )kk zHzp∇  is semi-smooth 

in ,∗z  by Lemma 2.1, as h decreases infinitely, it holds 

 ( ) ( ) ( ) ( ) ( ).kkkkkk zzoVzHzphzHhzp −++∇=++∇ ∗  (4.11) 

Based on that ∗→ zzk  as k increase infinitely, it holds 

 ( ) ( ) ( ) ( ) ( ) ( ).kkkkk zzozzVzHzpzHzp −+−+∇=∇ ∗∗∗∗  (4.12) 

And ∗z  is KKT point of the original problem, that is ( ) ,0=∗zH  then we have 

 ( ) ( ) ( ) ( ).∗∗ −+−=∇ zzozzVzHzp kkkkk  (4.13) 

By (4.11)-(4.13) and ,∞→kh  we obtain 

∗
+ − zzk 1  

( ) ( )kk
k

kkkk zHzpIhQzzzdz ∇⎟
⎠
⎞

⎜
⎝
⎛ +−−=−+=

−
∗∗

11  
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( ) ( ) ( )kkk
k

k
k

k zHzpzzIhQIhQ ∇−−⎟
⎠
⎞

⎜
⎝
⎛ +⎟

⎠
⎞

⎜
⎝
⎛ +≥ ∗

− 11 1
 

( ) ( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
+∇−−⎟

⎠
⎞

⎜
⎝
⎛ +≥

∗
∗

−

k
k

kkkk
k

k h
zzzHzpzzQIhQ

11  

11 −

⎟
⎠
⎞

⎜
⎝
⎛ +≥ IhQ

k
k  

( ) ( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
+−−+∇−−×

∗
∗∗

k
k

kkkkkkk h
zzzzQVzHzpzzV  

( )∗−= zzo k  (4.14) 

which yields the desired conclusion. 
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