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Abstract 

The Broyden family method is one of the well-known methods in 
quasi-Newton algorithm for solving unconstrained optimization 
problems. In this article, a new search direction for Broyden family 
method is proposed. The new search direction is developed by 
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hybridizing the two search directions in line search method known as 
quasi-Newton and conjugate gradient method under certain parameter. 
This method is popular as the Broyden-CG method. The suggested 
method has an attractive property whose search direction is 
sufficiently descent at every iteration. Under mild conditions, we 
prove that the proposed method has global convergence. 

1. Introduction 

Quasi-Newton methods are well-known methods in solving 
unconstrained optimization problems. These methods, which use the 
updating formulas for approximation of the Hessian, were introduced by 
Davidon in 1959, and later popularised by Fletcher and Powell in 1963 to 
give the Davidon-Fletcher-Powell (DFP) method. But the DFP method is 
rarely used nowadays. On the other hand, in 1970, Broyden, Fletcher, 
Goldfarb and Shanno developed the idea of a new updating formula, known 
as BFGS, which has become widely used. Recently, these are subject of 
several modifications. 

During the last few decades, the convergence of the quasi-Newton 
methods received much attention. Powell [13] proved the global convergence 
of the BFGS method with the practical Wolfe line search in the case when 
the f is convex. His results have been extended to the restricted Broyden’s 
family, except the DFP method by Byrd et al. [3]. The question that whether 
the BFGS method and other quasi-Newton methods are globally convergent 
for general objective functions remained open for several decades. Quite 
recently, Dai [4] and Mascarenhas [10] gave a negative answer by providing 
counter-examples independently. 

Realizing the possible non-convergence for general objective functions, 
some authors have considered modifying quasi-Newton methods to enhance 
the convergence. For example, Li and Fukushima [6] modified the BFGS 
method by skipping the update when certain conditions are not satisfied and 
proved the global convergence of the resulted BFGS method with a “cautious 
update” (which is called the CBFGS method ). However, their numerical tests 
show that the CBFGS method does not perform better than the ordinary 



A New Search Direction of Broyden-CG Method 585 

BFGS method. Then Mamat et al. [9] proposed a new search direction for 
quasi-Newton methods in solving unconstrained optimization problems. 
Generally, the search direction focused on the hybridization of quasi-Newton 
methods with the steepest descent method. The search direction proposed by 

Mamat et al. [9] is ,1
iiii ggBd δ−η−= −  where 0>η  and .0>δ  They 

realized that the hybrid method is more effective compared with the ordinary 
BFGS in terms of computational cost. Hence, the delicate relationships 
between the conjugate gradient method and the BFGS method have been 
explored in the past. Two competing algorithms of this type are the L-BFGS 
method described by Nocedal [12] and the variable storage conjugate 
gradient (VSCG) method published by Buckley and Lenir [2]. 

2. Iteration Method 

Consider the unconstrained optimization problem: 

 ( ),min xf
nRx∈

 (1) 

where RRf n →:  is continuously differentiable. The Broyden’s method is 

an iterative method. On the ith iteration, for an approximation point ix , the 

( ) th1+i  iteration of x is given by 

 ,1 iiii dxx α+=+  (2) 

where the search direction id  is calculated by 

 ( ),1
iiii xgBd −−=  (3) 

where ig  is a gradient of f. The search direction must satisfy the relation 

,0<i
T
i dg  which guarantees that id  is a descent direction of ( )xf  at .ix  

Then the step size, iα  in (2) is obtained by using the Wolfe line search 

(Wolfe [14, 15]) which is 0>αi  satisfying 

( ) ( ) i
T
iiiiii dgdxfxf δα−≥α+−  
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and 

 ( ( ) ,21 i
T
ii

T
iiii

T
i dgddxgdg σ−≤α+≤σ  (4) 

where ,10 <σ<δ< i  +∞<σ≤ 20  are constants. Then the sequence { }∞=0iix  

converges to the optimal point ,∗x  which minimizes. The updated Hessian 

approximation formula in (3) requires iB  to be positive definite satisfying the 

quasi-Newton equation 

 ,1 iii ysB =+  (5) 

where 

,iii ds α=  

.1 iii ggy −= +  (6) 

The Broyden’s algorithm for unconstrained optimization problem uses the 
matrices iB  updated by the formula 
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where φ is a scalar and 
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This algorithm satisfies the quasi-Newton equation (7). The choice of the 
parameter φ is important, since it can greatly affect the perfomance of the 
method. When 1=φi  in equation (7), we obtain the DFP algorithm and 

when ,0=φi  we get the BFGS algorithm. But, Byrd et al. [3] extended his 

result to ( ].1,0∈φ  Based on Nocedal [12], the Broyden’s algorithm is one 

of the most efficient algorithms for solving the unconstrained optimization 
problem. Thus the algorithm for an iteration method of ordinary Broyden is 
described as follows: 
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Algorithm 1 (Broyden method) 

Step 0. Given a starting point 0x  and .0 nIB =  Choose values for s, β 

and σ. 

Step 1. Terminate if ( ) .10 6
1

−
+ <ixg  

Step 2. Calculate the search direction by (8). 

Step 3. Calculate the step size iα  by the Armijo line search (7). 

Step 4. Compute the difference iii xxs −= +1  and .1 iii ggy −= +  

Step 5. Update iB  by (3) to obtain .1+iB  

Step 6. Set 1+= ii  and go to Step 1. 

This paper is organized as follows. In Section 3, we elaborate the new 
search direction of the Broyden family method. Then the numerical results 
are obtained in Section 4. The paper ends with a short conclusion in Section 
5. 

3. The Broyden-CG Algorithm 

The modification of the quasi-Newton method based on a hybrid method 
has already been introduced by previous researchers. One of the studies is a 
hybridization of the quasi-Newton and Gauss-Siedel methods, aimed at 
solving the system of linear equations in Ludwig [7]. Luo et al. [8] suggested 
the new hybrid method, which can solve the system of nonlinear equations 
by combining the quasi-Newton method with chaos optimization. 

Hence, the modification of the quasi-Newton method by previous 
researchers spawned the new idea of hybridizing the classical method to 
yield the new hybrid method. Hence, this study proposes a new hybrid search 
direction that combines the concept of search direction of the quasi-Newton 
and CG methods. It yields a new search direction of the hybrid method which 
is known as the Broyden-CG method. The search direction for the Broyden-
CG method is 
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Hence, the complete algorithm for the Broyden-CG method is arranged 
as follows: 

Algorithm 2 (Broyden-CG method) 

Step 0. Given a starting point 0x  and .0 nIH =  Choose values for s, β 

and σ and set .1=i  

Step 1. Terminate if ( ) 6
1 10−+ <ixg  or .10000≥i  

Step 2. Calculate the search direction by (8). 

Step 3. Calculate the step size iα  by (4). 

Step 4. Compute the difference between 1−−= iii xxs  and −= ii gy  

.1−ig  

Step 5. Update 1−iH  by (7) to obtain .iH  

Step 6. Set 1+= ii  and go to Step 1. 

Based on Algorithms 1 and 2, we assume that every search direction id  

satisfied the descent condition 

0<i
T
i dg  

for all .0≥i  If there exists a constant 01 >c  such that 

 2
1 ii

T
i gcdg ≤  (9) 

for all ,0≥i  then the search directions satisfy the sufficient descent condition 
which is proved in Theorem 3.1. 
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Theorem 3.1. Consider a hybrid method with search direction (8), then 
condition (9) holds for all .0≥i  

Proof. From (9), we see that 

( (( ) ) )111
1

−−−
− −+−η+−= ii

T
ii

T
iii

T
iii

T
ii

T
i ddgggggggBgdg  

( (( ) ) )111
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ii
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iii

T
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( ).1
1

−
− +−η+−= i

T
iii

T
i gggBg  

Based on Powell [13], 2
1 ii

T
i ggg ε≥−  with ε lying in ( ],1,0  

( )21
iii

T
ii

T
i ggBgdg εη+−= −  

22
iii gg ηε−λ−≤  

,2
1 igc≤  

where ( )ηε+λ−= ic1  which is bounded away from zero. Hence, ≤i
T
i dg  

2
1 igc  holds. The proof is thus complete. ~ 

4. Numerical Results 

In this section, we use a large number of test problems considered in 
Andrei [1], Michalewicz [16] and Moré et al. [11] in Table 1 to analyze the 
improvement of the Broyden-CG method with the Broyden method. The 
dimensions of the tests range between 2 and 1,000 only. 

The comparison between Algorithm 1 (Broyden) and Algorithm 2 
(Broyden-CG) uses the cost of computation based on the number of iterations 
and CPU-time. As suggested by Moré et al. [11], for each of the test 
problems, the initial point 0x  will take further away from the minimum point 

and we analyze three of initial points of each of the test problems. In doing 
so, it leads us to test the global convergence properties and the robustness of 
our method. For the Armijo line search, we use ,1=s  5.0=β  and .1.0=σ  

In our implementation, the programs are all written in Matlab. The stopping 
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criteria that we used in both algorithms are ( ) .10 6
1

−
+ ≤ixg  The Euclidean 

norm is used in the convergence test to make these results comparable. 

Table 1. A list of problem functions 
Test problem N-dimensional Source 

Powell badly scaled 2 Moré et al. [11] 
Beale 2 Moré et al. [11] 
Biggs Exp6 6 Moré et al. [11] 
Chebyquad 4,6 Moré et al. [11] 
Colville polynomial 4 Michalewicz [16] 
Variably dimensioned 4,8 Moré et al. [11] 
Freudenstein and Roth 2 Moré et al. [11] 
Goldstein pricepolynomial 2 Michalewicz [16] 
Himmelblau 2 Andrei [1] 
Penalty 1 2,4 Moré et al. [11] 
Extended Powell singular 4,8 Moré et al. [11] 
Extended Rosenbrock 2,10,100,200,500,1000 Andrei [1] 
Trigonometric 6 Andrei [1] 
Watson 4,8 Moré et al. [11] 
Six-hump camel back polynomial 2 Michalewicz [16] 
Extended shallow 2,4,10,100,200,500,1000 Andrei [1] 
Extended strait 2,4,10,100,200,500,1000 Andrei [1] 
Scale 2 Michalewicz [16] 
Raydan 1 2,4 Andrei [1] 
Raydan 2 2,4 Andrei [1] 
Diagonal 3 2 Andrei [1] 
Cube 2,10,100,200 Moré et al. [11] 

Table 2. Performance of Algorithm 2 respect to Algorithm 1, 180 test 
problems 

Global properties Algorithm 1 Algorithm 2 

Total iteration 99461 56512 
Total CPU time (s) 9043.40 5759.70 

Table 2 shows that the suggested algorithm is better compared to that of 
the original BFGS in terms of the number of iterations and the CPU-time. 
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The speed factor of the number of iterations is 176 for Algorithm 1, while the 
speed factor of CPU-time is 1.57 for Algorithm 2. The performance results 
are shown in Figures 1 and 2, respectively, using the performance profile 
introduced by Dolan and Moré [5]. The performance profile seeks to find 
how well the solvers perform relative to the other solvers on a set of 
problems. In general, ( )τP  is the fraction of problems with performance ratio 

τ, thus, a solver with high values of ( )τP  or one that is located at the top 

right of the figure is preferable. 

 
Figure 1. Performance profile based on the number of iterations. 

 
Figure 2. Performance profile based on CPU-time. 
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Figures 1 and 2 show that Algorithm 2 has better performance since it 
can solve 85% of the test problems compared with Algorithm 1 (81%). 
Besides, we can also say that Algorithm 2 is the fastest solver for two 
characters which is the number of iterations and the CPU-time pertaining to 
Figures 1 and 2. 

5. Conclusion 

A new search direction of Broyden family method based on hybridization 
of quasi-Newton and conjugate gradient’s search direction was proposed. 
Based on numerical analysis, it is shown that our suggested method is more 
effective in solving unconstrained optimization problems. 
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